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1 Introduction 

1.1 Life on earth and circadian rhythms 

Life on earth is under the influence of rhythmic environmental changes. The earth’s rotation 

around its own axis with a period of 24 h causes the daily light-dark cycle, whilst the gravitational 

pull of the moon around the earth causes the tides. On a longer time scale, the change of the tilt 

of the earth’s axis relative to the sun over the course of a year gives rise to the seasons. 

To this inherently rhythmic and hence predictable habitat life has adapted through the 

development of molecular mechanisms that function as time keepers and can generate 

endogenous rhythms. These molecular mechanisms, also called clocks, enable species to 

anticipate the cyclic environmental changes they are exposed to. This allows the optimal timing of 

physiological processes such as metabolism (e.g. separating over time counteracting metabolic 

pathways) or behaviour (e.g. feeding, sleep, reproduction) to the external rhythm, thereby 

conferring an advantage to species that possess clocks1–5. It should thus not be surprising that in 

both the prokaryotic as well as the eukaryotic domain of life such clocks can be found6,7. The 

existence of human endogenous rhythms were first comprehensively demonstrated by Jürgen 

Aschoff, who is therefore regarded as one of the founding fathers of chronobiology8. The 

discovery of the underlying molecular mechanisms in the fruitfly drosophila was later rewarded 

with the 2017 Nobel Prize in Physiology or Medicine9. 

The dominant rhythm governing life on earth is the daily light-dark cycle. Endogenous clocks 

therefore display oscillatory periods of approximately 24 h and are termed circadian, deriving 

from the Latin words circa (around) and dies (day). External cues that synchronise endogenous 

clocks to the environment are termed Zeitgeber. Light is the most important Zeitgeber, others 

being for example locomotor activity or food intake. 

The key properties of a circadian clock are: 

- It continues oscillating with a period of approximately 24 h in the absence of 

environmental cues such as light. This is called “free-running” behaviour, and can be 

observed under continuous conditions such as continuous darkness 

- Its oscillatory period is unaffected by temperature fluctuations in the physiological range 

(unlike many other biological processes) 

- It can adapt to changes in the oscillation of environmental cues such as light or feeding, a 

process called entrainment  
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1.2 Anatomical and functional organisation of the mammalian circadian clock 

In mammals, the presence of circadian clocks has been demonstrated in many organs and tissues, 

ranging from the heart, the liver, the pancreas, the adrenal gland, the gut and the lung to adipose 

tissue, fibroblasts as well as immune cells10–13. Rhythmic oscillations can be observed persisting 

over days in tissue explants of many organs, however without a master synchroniser, the 

synchrony between individual organs within an organism is lost10. Furthermore, single-cell 

oscillations within a tissue lose synchrony in vitro, although persisting phase coherence in the liver 

has recently been demonstrated in vivo in mice with a functional clock present only in 

hepatocytes14,15. The task of coordinating peripheral tissue clocks, aligning them with the daily 

light-dark cycle, and thus timekeeping on the scale of the whole organism is achieved by a 

circadian pacemaker residing in the suprachiasmatic nucleus (SCN). 

The SCN is a bilateral structure of the ventral hypothalamus located below the III. ventricle and 

above the optic chiasma16,17. Each nucleus consists of a network of approximately 10,000 neurons, 

where each neuron displays individual cell autonomous molecular and electrical rhythms with 

intrinsic periods varying from 22 to 30 h18,19. The neurons communicate via gap junctions, synaptic 

transmission and paracrine signaling, creating a complex network20–25. This neuronal network 

oscillates with a much more precise period than single SCN neurons or SCN tissue slices and is 

robust to external noise, fluctuations of body temperature as well as mutations of clock genes 

within the network26–28. These network properties are a unique feature of the SCN and key to its 

physiological function29. 

Anatomically the SCN is subdivided into a retinorecipient ventral core region and a dorsal shell 

region, which differ in their neuronal projections and their expressed neurotransmitters30–32. 

Gamma aminobutyric acid (GABA) is the principal neurotransmitter of SCN neurons, with core and 

shell neurons also expressing vasointestinal polypeptide (VIP) and arginine vasopressin (AVP), 

respectively. The SCN core region receives input concerning the environmental light-dark state via 

the retinohypothalamic tract (RHT), a monosynaptic neuronal connection originating from the 

retina33,34. This is the key input pathway conferring photic information to the SCN35.  The principal 

neurotransmitters co-stored in the neurons of the RHT are glutamate and pituitary adenylyl 

cyclase activating polypeptide (PACAP), which are released upon light exposure36,37. An additional 

multisynaptic input pathway conferring photic information involves the geniculohypothalamic 

tract (GHT)38–40. This pathway modulates SCN responses to retinal input and has been implicated 

in adjustment to environmentally occurring light regimes and seasonal photoperiod changes41–43. 
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It furthermore confers information on non-photic stimuli to the SCN, a role also assumed by the 

third major input pathway to the SCN originating from the median raphe nuclei44–46. The GHT uses 

GABA and neuropeptide Y (NPY) as its neurotransmitters, whilst the projections from the median 

raphe nuclei are serotoninergic. 

SCN neurons project mainly to hypothalamic and thalamic brain regions, where they act by 

rhythmic release of neurotransmitters such as GABA or glutamate as well as peptides such as AVP 

or prokineticin 247–51. Non-neuronal output signals such as diffusible factors are equally able to 

convey signals from the SCN, governing locomotor activity but not endocrine rhythms52–54. The 

output signals then directly and indirectly drive circadian rhythms and physiology of the 

organism55. The paraventricular nucleus of the hypothalamus assumes an important role in many 

of these direct pathways56: it links the SCN to the autonomous nervous system and thus to 

peripheral organs such as the adrenal gland, pancreas and the liver57–62. It furthermore links the 

SCN to the pituitary gland and thus the hypothalamic-pituitary-adrenal gland (HPA) axis, with 

rhythmic glucocorticoid signaling a potent synchronising agent for peripheral clocks throughout 

the body63,64. Finally, it connects the SCN to the pineal gland, which synthesises the hormone 

melatonin65,66. Melatonin in turn has been implicated in the circadian rhythm of blood glucose by 

acting on the pancreas, whilst also affecting the sleep-wake cycle and mediating seasonal changes 

in mammals67,68. Indirect influences on peripheral tissue clocks are mediated via the SCN-

controlled sleep-wake cycle. This applies to the Zeitgeber locomotor-activity and feeding, both of 

which can only occur during an awake state. Locomotor-activity rhythms affect body temperature 

which in turn affects circadian rhythms in peripheral organs28,69. Food intake rhythms are equally 

able to influence circadian rhythms in the liver and other peripheral organs70,71. Thus signaling 

between the SCN and peripheral clocks involves many pathways, which in their entirety and in 

their interplay are still incompletely understood, with the importance of each signaling pathway 

likely to vary between different tissue clocks. 

In summary the SCN is anatomically uniquely positioned, connecting the retina, the brain and 

peripheral organs. Combined with its precise and robust circadian oscillation, this enables the SCN 

to act as the principle timekeeper of the organism and to reliably control and coordinate 

physiological function and peripheral circadian rhythms. The significance of the SCN is 

demonstrated by experiments involving rodents with a completely lesioned SCN: these animals 

display abolished circadian rhythms, which can be rescued by transplantation of SCN tissue16,72. 

Crucially, the period of newly observed rhythms in the lesioned animal matches the oscillating 

period of the donor SCN, demonstrating its hierarchy in relation to downstream tissue clocks73. 
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1.3 Circadian time keeping: the molecular mechanisms 

The molecular mechanism of circadian clocks in mammals consists of transcriptional-translational 

feedback loops (TTL), the basis of which is similar in both SCN neurons as well as peripheral 

tissues (Fig. 1.1)74–76. 

The positive arm of the TTL consists of the protein products of the clock genes Bmal1 and 

Clock
77,78. BMAL1 (Brain and Muscle Arnt-like Protein-1) and CLOCK (Circadian Locomotor Output 

Cycle Kaput) heterodimerise facilitated by the presence of PAS (Per-Arnt-Sim) domains. The 

heterodimer acts as a transcription factor by binding to E-boxes, palindromic DNA-regulatory 

sequences containing the sequence 5’-CACGTG-3’ upstream of target genes, via basic helix-loop-

helix domains (bHLH) in both proteins79–81. Target genes include the clock genes Per1
82,83, Per2

84–86 

and Per3
87,88 (Period 1-3) as well as Cry1 and Cry2 (Cryptochrome 1-2)89,90. The BMAL/CLOCK1 

heterodimer activates their transcription beginning in the early morning hours. The protein 

products of these activated genes form the negative arm of the TTL: PER and CRY accumulate in 

the cytosol over the course of the day and heterodimerise themselves, thereby stabilising each 

other90. Once a threshold concentration of the PER/CRY heterodimer is reached towards the end 

of daytime, it translocates into the nucleus and represses the transcription of its constituents 

driven by the BMAL1/CLOCK heterodimer91–93. As a consequence the concentrations of PER and 

CRY fall due to both their inhibited transcription as well as their proteasomal degradation over the 

course of the night. This allows BMAL1 and CLOCK to initiate Per and Cry transcription from anew 

at the start of the day. Due to the time delay associated with transcription, translation, 

dimerisation and nuclear translocation, inhibitory feedback is not immediate and hence a 

molecular oscillation results, with PER/CRY cycling in antiphase to BMAL1/CLOCK. 

A second accessory TTL exists, functioning to stabilise the period of the “core” TTL. The 

CLOCK/BMAL1 heterodimer also binds to E-boxes upstream of Rev-erbα and Rorα, genes encoding 

the retinoic acid receptor-related orphan receptors REV-ERB� und ROR�. These transcription 

factors bind directly to retinoic acid-related orphan receptor response elements (ROREs) in the 

Bmal1 promoter, leading to an upregulation (RORα) or downregulation (REV-ERBα) of Bmal1 

transcription94–97. The PER/CRY heterodimer represses the transcription of Rev-erbα, so that with 

falling concentrations of REV-ERBα suppression of Bmal1 transcription is lifted, resulting in higher 

BMAL1 concentrations as the cycle starts again. As a result BMAL1 oscillates in antiphase to PER 

and CRY.  
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The period length of the core TTL is determined by the stability of the repressor proteins PER and 

CRY, which are influenced by dimerisation, and post-translational modifications, particularly via 

alterations in phosphorylation state and ubiquitination. Phosphorylation events both sustain and 

set the rate of circadian oscillations99–102. The casein kinases 1ε/δ (CK1ε/δ) associate with the 

PER/CRY dimer and phosphorylate the PER proteins, thereby governing both their subcellular 

localisation (nuclear vs. cytoplasmic) as well as their turnover, since phosphorylation marks the 

proteins for proteasomal degradation103–106. Adenosine monophosphate-activated protein kinase 

(AMPK) in turn phosphorylates CRY, equally targeting it for degradation107. Ubiquitination 

precedes proteosomal degradation and is thus a second key event governing PER/CRY stability108–

110. Delayed nuclear entry or delayed degradation of the PER proteins both lead to prolonged 

circadian periods, with converse effects observed if these processes are accelerated111–114. 

Concerning clock “output”, E-box mediated transcription drives the expression of the so-called 

clock-controlled genes, for example the D-site albumin promoter binding protein (DBP)115. DBP 

acts as a transcription factor at D-box-enhancer elements, in turn generating rhythmic expression 

of downstream genes and regulating circadian behaviour116,117. ROREs have also been implicated 

in mediating circadian transcription of target genes118. Thus, both the core as well as the 

accessory TTL are involved in regulating behaviour and circadian physiology. More than 40% of 

mammalian protein coding genes display circadian rhythms in at least one tissue, with around 

10% of genes displaying circadian rhythms in a given organ 119–121. In the liver, for example, key 

genes of glucose metabolism, steroid biosynthesis and detoxification are under circadian 

control121. 

Finally, it has to be stressed that the molecular mechanisms underlying circadian oscillations are 

far more complex than outlined here. Studies in recent years have elucidated transcriptional, 

post-transcriptional, translational and post-translational processes regulating both the core TTL as 

well as the circadian-controlled transcriptome/translatome. Examples include chromatin 

remodeling, RNA splicing, mRNA polyadenylation and mRNA regulation by miRNAs, as well as 

further phosphorylation, acetylation and sumoylation steps of the clock proteins74,98,122. The 

significance of these discoveries is that non-rhythmic mRNA transcripts can yet yield rhythmic 

proteins, or that proteins with no circadian variation in concentration can yet display circadian 

functionality by rhythmic modification, highlighting a multi-layered control of molecular circadian 

mechanisms123,124.  
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1.5 Light causes the upregulation of intracellular signaling cascades in the SCN 

Photic input is first registered by intrinsically photosensitive retinal ganglion cells expressing the 

photopigment melanopsin127–129. This information is passed on via the retinohypothalamic tract 

(RHT), which releases the neurotransmitters glutamate and PACAP upon light exposure36,37. The 

integrity of this input pathway to the SCN, from melanopsin via the RHT to neurotransmitter 

secretion, is essential for physiological phase shifting35,130,131. Glutamate is regarded as the 

primary neurotransmitter of the RHT, whilst PACAP is assigned a modulatory function, although 

its role is less clearly understood (cf. section 1.9)132. Glutamate binds to postsynaptic NMDA- and 

AMPA receptors in the neurons of the ventrolateral region of the SCN, causing a depolarisation of 

the neuronal membrane133–135. This leads to an influx of calcium, which further depolarises the 

membrane, thus enabling more calcium influx via voltage-gated calcium channels (VGCCs)136,137. 

Cytosolic calcium levels can also be augmented by release from intracellular calcium stores, but 

only during the early night138. The increased cytosolic calcium levels lead to the activation of a 

host of intracellular signaling cascades, partly mediated by the calcium/calmodulin complex. In 

the SCN, several key pathways have been implicated in the signal transduction of photic stimuli: 

- calcium/calmodulin-dependent protein kinase II (CaMKII) phosphorylates neuronal nitric 

oxide synthase (nNOS), which in turn activates soluble guanylyl cyclase (sGC), leading to 

an increase in cGMP, thus activating protein kinase G (PKG)139–142 

- via the small GTPase Ras, the p44/p42 mitogen-activated protein kinase (MAPK) pathway 

is activated, the cascade itself potentially also being a downstream target of CaMKII 143–146 

- the activation of adenylyl cyclase causes an increase in cAMP, in turn activating protein 

kinase A (PKA)147 

- calcium and diacylglycerol activate protein kinase C (PKC)148–150 

 

Negative regulators of these pathways exert control by limiting signal duration or intensity. As 

examples concerning the MAPK pathway, Raf kinase inhibitor protein (RKIP), the phosphatase 

PHLPP1 and the light-inducible MAP kinase phosphatase 1 (MKP1) all contribute to physiological 

phase shifting and/or are likely to act via a negative feedback mechanism151–153. 
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1.6 Light-induced gene expression in the SCN 

The calcium-triggered signaling cascades lead to an induction of gene expression154. The different 

cascades converge on a common target, which is the Ca2+/cAMP response element binding 

protein (CREB)155,156. This transcription factor binds to Ca2+/cAMP response elements (CREs), short 

DNA binding sites containing the palindromic sequence 5′-TGACGTCA-3′ in the promoter region of 

target genes. Once phosphorylated, pCREB in association with other proteins such as CREB 

binding protein (CBP) then induces gene transcription, which in the SCN is restricted to the 

subjective night157. In the SCN, phosphorylation of CREB at Ser133 and at Ser142 has been shown 

to regulate light-induced phase shifting158–160. The critical nature of CREB/CRE driven transcription 

is highlighted by the observation that CRE-decoy oligodeoxynucleotides can block light induced 

phase advances in vivo
161. Similarly to the upstream signaling cascades, CREB/CRE-driven 

transcription is regulated by a negative feedback loop involving CRTC1 (CREB-regulated 

transcription coactivator)162,163. A further regulator of CREB/CRE driven transcription is the cAMP-

responsive element modulator ICER (inducible cAMP early repressor), which is light-inducible in 

the SCN and has been implicated in control of peripheral clocks, although its exact role in SCN 

resetting remains to be elucidated164–166. 

Several genes have been demonstrated to be light-inducible in the SCN in a phase-restricted 

manner at night, amongst them the Period genes Per1 and Per2, but also immediate early genes 

like cFos and junB
167–169. In the case of cFos the transcriptional response to light is rapid, mRNA 

levels rising within minutes after a light pulse and peaking as soon as 30 min later84,168. Of the 

Period genes, only Per1 and Per2 are transiently light-inducible, however with different response 

kinetics, different phase responsiveness and with a different spatial distribution within the 

SCN170,171. In response to a light pulse in the late night (i.e. a phase-advancing light pulse) Per1 

mRNA quickly rises and peaks after 60-90 min. Expression is initially confined to the 

retinorecipient core region of the SCN, later spreading throughout the SCN to the shell 

region84,171. In response to a light pulse in the early night (i.e. a phase-delaying light pulse) Per1 

mRNA displays similar induction kinetics in the core SCN, but no significant expression in the shell 

at any time point171,172. Per2 mRNA, on the other hand, is only inducible by a light pulse in the 

early night (i.e. a phase delaying light pulse), maximum transcript levels being observed after 120 

min in both the core and shell of the SCN. Prolonged raised Per2 mRNA-levels in response to a 

phase-delaying light pulse have also been reported, potentially reflecting a posttranscriptional 

mechanism augmenting mRNA stability173.  
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The reported expression patterns of the proteins PER1 and PER2 in the SCN after a light pulse 

largely match those of the respective mRNAs: PER1 expression is augmented in both the core and 

the shell of the SCN in response to phase-advancing and -delaying light pulses, whilst PER2 

expression is only raised by a phase-delaying, early-night light pulse174. 

Due to its robust response to phase-shifting light pulses, the induction of Per1 appears to be a 

critical step determining phase-shifts170: Per1 is only inducible by light at times when a light-pulse 

causes a phase shift of the organism, the threshold of light intensity for Per1 induction matches 

that required for phase shifts, the speed of induction is consistent with an initiating role in the 

process of a phase shift and the magnitude of the observed phase shifts correlates with the 

amount of Per1 induction172. Furthermore, Per1 antisense oligodeoxynucleotides can block light- 

or glutamate-induced phase shifts in the SCN175. The role of Per2 appears to be confined to 

mediating phase delays, supported by its time-restricted inducibility in the early night. At this 

time, Per1 and Per2 assume additive roles, since phase delays can be blocked completely by 

simultaneous application of both Per1 and Per2 oligodeoxynucleotides176. Further evidence for 

the different roles of the Period genes is derived from experiments involving Per mutant mice: 

Per1 mutants fail to phase advance in response to a light pulse in the late night, whilst Per2 

mutants fail to phase delay in response to a light pulse in the early night177. Thus, Per1 is the 

principal gene involved in phase advances, whilst also being implemented in phase delays. Per2 is 

involved in mediating phase delays, but does not seem to be involved in phase advances. 

Mechanistically, upregulation of Per1 in the late night initiates the circadian cycle prematurely, 

thus drawing forward the phase of the clock. Induction of Per1 and Per2 during the falling arm of 

their mRNA cycle is thought to cause prolonged levels of PERIOD proteins, thus sustained 

BMAL/CLOCK repression and, hence, a phase delay. 

As for the immediate early genes, cFos and junB antisense oligodeoxynucleotides can block light-

induced phase shifts similarly to their Per1 and Per2 counterparts178. A strong correlation also 

exists between the light threshold required for phase shifts and cFos induction, although the 

correlation between the magnitude of the phase shift and the amount of cFos induction is less 

clear179,180.The corresponding proteins heterodimerise, forming the transcription factor activator 

protein 1 (AP-1). AP-1 can act at CRE and AP-1 consensus sites, thus a possible link between the 

immediate early genes and Period gene transcription exists181. Light has furthermore been shown 

to alter the composition of AP-1 and its binding activity in the SCN, particularly the retinorecipient 

ventrolateral region169,182,183. 
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However, the induction of Per1 by light occurs more quickly than synthesis of e.g. cFOS, meaning 

that, at least for induction by light, a direct role for the immediate early genes in Period gene 

transcription is rather unlikely172. Furthermore, whilst there is evidence that cFOS can modulate 

BMAL1/CLOCK-driven Per1 transcription, the same has not been demonstrated for CREB-driven 

transcription184.  

The role of the immediate early genes and their possible interplay with Period genes in phase 

shifting is, thus, incompletely understood. The currently accepted view is that the induction of the 

Period genes is the primary event required for light-induced phase shifts, whilst induction of the 

immediate early genes reflects unspecific transcriptional activation. 

 

1.7 Light-induced posttranslational changes in the SCN 

As described in section 1.3, the concentration and stability of PER proteins are key variables 

determining the speed of the molecular circadian cycle. Posttranslational modifications 

influencing these variables thus offer a second mechanism by which activated signaling cascades 

can implement phase shifts. 

For example, activated protein kinase C α (PKCα) transiently interacts with and phosphorylates 

PER2. As a result, PER2 is retained in the cytoplasm, delaying the negative arm of the TTL149. 

Similarly, PKC modulates PER1 stability by a posttranslational hitherto unknown mechanism, 

possibly by preventing its degradation150. Discrepant results exist concerning the exact role of 

protein kinase C in vivo: mice lacking PKCα display attenuated phase delays in response to a light 

pulse in the early night, whilst application of a broad-spectrum PKC blocker has been shown to 

either attenuate or enhance phase delays depending on the experimental set-up150,185. This might 

reflect different roles in photic entrainment for different isoforms of PKC present in the SCN186. 

Importantly, posttranslational modifications affecting PERIOD stability and intracellular 

distribution enable a rapid impact of photic signals on the molecular clock due to circumventing 

the need for de-novo protein synthesis. Intriguingly, CKIε and CKIδ have been shown to be weakly 

upregulated in response to a light pulse in the early night187. Combined with altered phase shift 

responses, particularly phase delays, observed in hamsters carrying a homozygous mutation in 

CKIε, this points towards an involvement of the casein kinases not only in setting the period of 

circadian rhythms but also in mediating phase shifts188,189. 
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The relative contributions of transcription and posttranslational modifications to mediating phase 

shifts are unknown. It is likely that they depend on circadian time, the exact input pathway to the 

SCN, and the upregulated intracellular signaling cascade. Phase advances have been shown to 

depend on protein synthesis, which however does not preclude an additional role for 

posttranslational modifications190. The evidence available points to both mechanisms being 

involved in phase delays.  

 

1.8 Multiple neurotransmitters and receptors for multiple input pathways 

The principal role of glutamate receptors mediating photic input to the SCN has already been 

described. The following section will briefly expand on the neurotransmitters and corresponding 

receptors of the further direct and indirect as well as non-photic input pathways to the 

retinorecipient core of the SCN.  

PACAP is the main co-transmitter of the RHT37. This neuropeptide from the VIP family binds to 

two G protein-coupled receptors in the SCN, a PACAP preferring type-1 receptor (PAC1) and a 

VIP/PACAP preferring type-2 receptor (VPAC2). Its role as ascertained by pharmacological studies 

depends on the timing of release and its concentration: at low concentrations it causes phase 

shifts in a similar fashion as light or glutamate and induces expression of the Period genes191,192. At 

high concentrations it causes phase advances during the daytime and modulates glutamate-

induced phase shifts and upregulation of the Period genes during the night192–194. Experiments 

with mice lacking the PAC1 receptor or PACAP have yielded conflicting results, however recent 

results point towards an integral role for PACAP in glutamate-induced phase advances195. The 

effects of PACAP are mediated via the cAMP/PKA and the MAPK pathways196,197. 

GABA and NPY are the neurotransmitters of the GHT. GABA released by GHT projections binds to 

GABAA receptors (ionotropic receptors serving as ligand-gated anion channels) and GABAB 

receptors (metabotropic receptors coupled to Gi proteins), thereby acting in an inhibitory manner 

on SCN neurons and modulating their response to photic input via the RHT41. NPY acts via Y2 and 

Y5 receptors, both Gi-coupled receptors inhibiting the adenylyl cyclase pathway, although the PKC 

pathway has also been implicated198,199. Stimulation of the GHT or exposure of the SCN to NPY in 

vitro and in vivo results in phase advances during the daytime, an effect remarkably associated 

with downregulation of the Period genes200–203. 
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Serotonin is the neurotransmitter of projections from the median raphe nuclei to the SCN and 

acts via 5-HT1A/1B/7 receptors, which are G-coupled receptors with inhibiting (1A, 1B) or stimulating 

(7) effects on the adenylyl cyclase pathway204. 5-HT1B receptors located presynaptically on RHT 

neurons and 5-HT7 receptors located postsynaptically on SCN neurons are involved in modulating 

retinal input to the SCN204,205. Exposure of the SCN to serotonin or serotonin receptor agonists 

results in phase advances during the daytime which, similarly as observed with NPY-mediated 

phase shifts, are associated with downregulation of the Period genes206–208. 

Melatonin, whose circadian rhythm is a peripheral output of the SCN, can feed back on the SCN by 

binding to the G protein-coupled MT1 and MT2 receptors. The latter are implicated in phase 

advances when melatonin is exogenously administered at dusk or dawn, mediated by the PKC 

pathway and induction of Per1 and Per2
209–211. The physiological significance of endogenous 

melatonin feedback under normal circumstances is little understood, however, sensitivity of the 

SCN to melatonin offers a therapeutic target for disorders such as jetlag syndrome or insomnia68. 

In blind people, exogenous melatonin administration has even been shown to be able to entrain 

free-running rhythms212. 

Finally, intercellular signaling between SCN neurons serves as critical input to the individual 

neuron. As will be discussed in section 1.11, VIP mediates network synchrony amongst core SCN 

neurons. Pharmacologically, VIP can effect phase shifts of the SCN in vitro as well as of rodents in 

vivo with a phase-response curve similar to light (i.e. phase delays in the early night, phase 

advances in the late night)213,214. Its effects are conferred by Gs-coupled VPAC2 receptor, and the 

cAMP/PKA-pathway has been demonstrated to be involved in the induction of the Period genes in 

the late night by VIP215,216. 

In summary, multiple input pathways with a multitude of neurotransmitters and their respective 

receptors converge on the core region of the SCN. This complexity at the membrane level is 

mirrored by the intricate web of intracellular signaling cascades influencing circadian processes 

via transcription and posttranslational modifications. This creates the potential for counteracting 

signals to impinge simultaneously on SCN neurons, such that phase shifts can be potentiated or 

attenuated depending on the combination of signals.  

  



 

14 

 

 

1.9 Integrating input signals to the SCN 

Nighttime photic phase shifts mediated by glutamate released from the RHT lead to an 

upregulation of Per1 and Per2. Conversely, daytime non-photic cues such as locomotor activity or 

feeding lead to downregulation of the Period genes217. Indeed, suppressing Per1 expression during 

the daytime using antisense oligodeoxynucleotides results in phase advances mimicking non-

photic phase shifts218. As described in sections 1.2 and 1.8, non-photic phase shifts in vivo are 

mediated by NPY and serotonin released by the GHT and projections from the median raphe 

nuclei, respectively. 

The SCN integrates these incoming signals, which share intracellular signaling cascades and a 

transcriptional target and are thus entwined. For example, when applied to SCN slices in vitro, 

glutamate and NPY can cancel each other’s phase shifts, with NPY capable of suppressing 

glutamate-induced upregulation of Per1 and Per2
219,220. In vivo, photic phase shifts are blocked by 

the administration of serotonin receptor agonists and modulated by administration of NPY199,221. 

Consistent with these pharmacological manipulations, photic phase response curves are altered 

by hypocaloric feeding222. 

Integration of photic signals in the SCN is likely to occur on many levels. As an example, on the 

level of the signaling cascades, different input pathways stimulating Gs- and Gi-coupled receptors 

could modulate adenylyl cyclase activity in a counteracting manner, the net activity determining 

the strength of further signal transduction. On the transcriptional level, the Per1 promotor serves 

as the integrator for diverse signaling cascades, such as the PKA and the MAPK-pathways which 

converge separately on CREB/CRE-driven transcription223. The Per1 promotor furthermore 

integrates E-box driven with CRE-driven transcription, which are independent of one another223. 

In peripheral tissues, the presence of glucocorticoid response elements (GREs) adds a further 

pathway for clockwork access. Finally, counteracting transcriptional and posttranslational effects 

could differentially regulate the circadian clockwork. For example, light can suppress serotonin-

mediated phase shifts despite downregulation of the Period genes, pointing to an additional non-

transcriptional mechanism224 

The exact transcriptional or posttranslational response of the SCN thus not only depends on the 

circadian time, but also on the nature and multitude of active input pathways and the 

consecutively upregulated intracellular signaling cascades. 
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1.10 Different molecular mechanisms underlying phase advances and delays 

Revisiting the mechanisms underlying photic phase shifts, differences between phase advances 

and phase delays emerge with respect to the neurotransmitters, calcium sources and signaling 

cascades implicated. 

For phase advances during the late night, the initial calcium influx via NMDA receptors is 

augmented by L-type VGCCs137,225. The key activated signaling pathway is the NO/cGMP pathway, 

the effector kinase being PKG139,140,142. Both in vitro and in vivo disruption of this pathway can 

block light-induced phase advances, whilst inhibition of phosphodiesterases augments them226–228. 

In the SCN, endogenous rhythms of cGMP and PKG activity are observed, which peak at the night-

day transition229. Phase advances in response to photic stimuli during the late night would 

therefore correspond to premature activation of this pathway. On a molecular level, the PKG 

isoform I has been shown to be able to phosphorylate CREB in cell culture experiments, thus 

CREB/CRE-driven transcription of the Period genes is a likely target in the SCN230. Conversely, mice 

deficient for the isoform II display normal phase advances in response to light pulses in the late 

night and have unaltered levels of Per1 and Per2 mRNA compared to wildtype mice231. 

Interestingly in these mice it is the phase delays which are attenuated, with differentially 

modulated levels of Per1 and Per2 mRNA observed in the SCN, an effect that is independent of 

CREB/CRE-drive transcription. The exact mechanism of action of PKGs in the SCN therefore 

remains to be elucidated. Additionally the cGMP/PKG pathway is counteracted by the cAMP/PKA 

pathway in the late night147. 

For phase delays during the early night, the initial calcium influx via NMDA receptors is 

augmented by T-type VGCCs as well as by release from the endoplasmic reticulum137,138. In 

addition to signaling downstream of the glutamate receptor, PACAP is involved in mediating 

phase delays193,195. This is consistent with in vitro data demonstrating the cAMP/PKA pathway to 

augment glutamate-induced signaling147. The further pathways/kinases implicated in mediating 

phase delays are CaMK isoform II, MAPK and PKG isoform II (acting at the transcriptional level via 

CREB/CRE) and PKC (acting at the posttranslational level)141,146,149,150,231. 

In summary, the mechanisms of phase advances and delays involve distinct signaling cascades 

which differentially affect the Period genes and PERIOD proteins (cf. sections 1.6 and 1.7). Fig. 1.3 

provides an overview of photic input pathways and signaling in the core SCN.  
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1.11 Gating mechanisms in the SCN 

As briefly touched upon in section 1.4, the SCN displays a marked circadian variation in sensitivity 

to incoming signals. Photic stimuli are able to cause phase shifts during the subjective night only. 

The exact mechanism by which photosensitivity of the SCN is temporally gated is unknown, 

although a promising line of enquiry points towards gating at the level of the glutamate receptors. 

NMDA receptors in the SCN display an increased conductance during the night, potentially related 

to altered subunit composition and phosphorylation state of the receptor over the course of the 

day, leading to altered receptor properties232,233. In recent years, posttranscriptional modifications 

of glutamate receptor mRNA by RNA-editing or alternative splicing have been investigated as 

sources of temporal gating234,235. However, gating at the level of the intracellular signaling 

cascades is likely to contribute to the observed phase response curves236. 

 

1.12 Phase shifting the SCN 

The previously delineated input pathways impinge on the retinorecipient “core” neurons of the 

SCN, whose molecular clockwork is the first to be perturbed, leading to their phase resetting. 

However the number of neurons which are immediately reset is small (<25%)237. In order for the 

whole organism to adapt to the phase-shifting stimulus, first the whole SCN network has to be 

reset, which can then convey the new phase to peripheral oscillators. Intercellular communication 

between SCN neurons is paramount for this process – first amongst the group of retinorecipient 

neurons in order to reinforce the new phase, secondly between retinorecipient and the non-

retinorecipient neurons in order to transmit the new phase. 

Rhythmic release of neuropeptides, neurotransmitters as well as paracrine signals are implicated 

in this process25,238. Several layers of evidence point to VIP signaling being a crucial component 

required for intra-SCN synchrony214,215,239–243. On an intracellular level, the signal transduction has 

been described to be dependent on the cAMP/PKA , the MAPK  and the PLC/PKC pathways244–246. 

A further role in synchronising cells has been described for GABA, which appears to be of 

particular significance for core-shell communication247,248. Signaling by diffusible molecules such 

as NO is also discussed as a possible synchronising agent249. 
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Resetting of the SCN in response to a single light pulse is thought to be rapid (within 2 h)250,251. 

Consistent with the principal role of Per1 in mediating phase shifts, Per1 promotor activity is 

phase-shifted within a similar time scale in response to a brief phase-shifting stimulus252. 

Conversely, resetting the SCN to a new light-dark cycle shifted by several hours as tested in a 

jetlag paradigm takes several days. During this time, the core and shell SCN are desynchronised, 

with the core shifting quickly whilst the shell lagging behind in adapting to the new light 

regime253–255. This internal desynchrony within the SCN and the resulting desynchrony between 

organs throughout the body is believed to be the cause for jet lag syndrome. 

 

1.13 Optogenetics 

The field of optogenetics is concerned with the manipulation of cellular processes by light. The 

key components to achieve this are light-sensitive proteins. These possess a light-sensing domain 

and an effector domain, which changes its functionality upon illumination.  Once the genes coding 

for these proteins are delivered to their target cells, intracellular processes can be influenced in a 

non-invasive, light-dependent manner. 

Numerous light-sensitive proteins exist, the family of microbial opsins with their cofactor retinal 

being the most extensively studied256,257. The characterisation of channelrhodopsin 1 and 2 

triggered the development of many optogenetic tools for application in the neurosciences258,259. 

Upon insertion of channelrhodopsin into cultured neurons or neuronal tissue in vitro, these light-

sensitive ion channels allow for the manipulation of neuronal firing rates via light-dependent 

changes in the membrane potential260. Opsin-mediated optogenetic manipulation of behaviour 

has been demonstrated in Drosophila as well as in higher organisms261,262. Beyond opsins, other 

naturally occurring or synthetic light-sensitive proteins exist. Commonly found naturally occurring 

photoreceptors are the LOV (light-oxygen-voltage-sensitive) domain, which is receptive to blue 

light via the chromophore flavin mononucleotide (FMN), the BLUF domain (blue light sensor using 

flavin adenine dinucleotide, FAD) and cryptochrome 2 (CRY2), also requiring FAD263. 

The function of the light-sensitive protein is dependent on the light-induced change in the 

effector domain. Whilst the channelrhodopsins are light-sensitive ion channels, other effector 

functionalities are possible. Mechanistically, these are conferred by light-triggered conformational 

changes or dimerisation/oligomerisation events. The simplest functional consequence is an 

altered enzymatic activity of the effector domain. 

  



 

19 

 

 

Adenylyl cyclases or guanylyl cyclases that become activated by light, for example, offer control of 

intracellular signalling via the second messengers cAMP and cGMP, respectively264,265. By binding 

to signalling proteins or kinases, other signalling cascades such as the MAPK pathway can be 

modulated266. Furthermore, optogenetic systems offering control on individual gene transcription 

have been developed267,268. Thus a vast array of intracellular processes has become accessible for 

manipulation or investigation in a light-sensitive manner. By modifying specific residues, naturally 

existing light-sensitive proteins can be engineered to display a different absorption spectrum or 

use a different substrate, further broadening possibilities for manipulating cells269,270. 

Challenges in optogenetics concern the precise delivery of the optogenetic tool to the specific 

organ/cell/subcellular compartment. Here it has to be sufficiently expressed, and offer sufficient 

effector strength. From a technical viewpoint, the illumination setup must be able to produce 

lighting signals with the timing precision required by the target cells (e.g. milliseconds for 

neurons). If these conditions are met, optogenetics offers non-invasive manipulation of cellular 

function unrivalled in its high spatial and tight temporal control. 

 

1.14 bPAC – a light-sensitive adenylyl cyclase 

In the optogenetic experiments carried out for this work, bPAC (Beggiatoa photoactivated 

adenylyl cyclase) served as the optogenetic tool. It was first isolated in 2011 from the marine and 

freshwater-dwelling bacterium Beggiatoa, which colonises its environment in large microbial 

mats and has the ability to use hydrogen sulfide as its energy source, thereby displaying a 

chemolithoautotrophic metabolism271. The physiological role of bPAC is unclear, however it was 

found to be a functional ca. 350-amino acid protein that consists of an N-terminal photoreceptive 

BLUF domain coupled to a C-terminal catalytic adenylyl cyclase domain. In its purified form it 

displays an absorption spectrum with maximum absorbance at 411 nm. It is highly light-sensitive, 

with as little as ca. 4 µW/mm² of light intensity required for half-maximum cAMP production 

rates, and displays a large dynamic range, with a low dark activity and up to 300-fold increase in 

cyclase activity upon illumination. Furthermore it has fast kinetic properties, with a time constant 

of τ = 23 seconds for rise in cAMP after a light burst, as well as a quick recovery from the signaling 

(active) state to the dark state, with a half-life of τ = 12 seconds after lights-off. These 

characteristics make it an ideal tool for tight temporal control of cAMP-mediated intracellular 

processes. Another advantageous property is its small size, enabling it to be incorporated into 

many vector systems for delivery to target cells.  
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bPAC has thus far been studied in a variety of settings and in different species. Whilst early uses 

focused, for example, on affecting grooming behavior of Drosophila or studying the regulatory 

role of cAMP in host-cell invasion and parasite differentiation of Toxoplasma gondii, more recent 

uses have employed a transgenic mouse line expressing bPAC to study synaptic function in the 

hippocampus271–273. The appeal of bPAC as an optogenetic tool is demonstrated by more than 100 

citations of the original report describing its use as of September 2021. 

 

1.15 cAMP – second messenger and component of the circadian clock system 

cAMP is a ubiquitous second messenger for intracellular signal transduction found throughout the 

kingdoms of life274. Its intracellular concentration is controlled by its rate of synthesis by adenylyl 

cyclases and its degradation by phosphodiesterases. The classical signaling pathway involving 

cAMP is initiated by G-protein coupled receptors, which upon extracellular ligand binding activate 

Gs or Gi proteins. These stimulate and inhibit adenylyl cyclases, thus raising or lowering the 

concentration of cAMP, respectively. cAMP exerts its effects via three routes: firstly (and most 

importantly) by activating the regulatory subunit of PKA, which in turn phosphorylates proteins, 

other kinases or transcription factors such as CREB and therefore influences many intracellular 

processes. Secondly by binding to cyclic nucleotide gated ion channels, thereby influencing 

membrane potential. Thirdly by binding to Epac proteins (exchange factor directly activated by 

cAMP), which act as nucleotide exchange factors for small GTPases that then affect downstream 

intracellular processes. 

In circadian physiology, the cAMP/PKA pathway has long been recognised as an important 

regulator of CREB/CRE-driven transcription of the Period genes and as capable of shifting the 

phase of the molecular clock147,157,223,275,276. Beyond this role in signal transduction in response to 

external stimuli, a more fundamental function of cAMP as a key constituent of the molecular 

mechanism of the circadian clock has been proposed. cAMP displays circadian oscillations in vitro 

and in vivo in the SCN, peaking towards the end of the night277,278. The peak of cAMP precedes 

that of PER2 rhythms, suggesting the latter are caused by the former via rhythmic CRE-driven 

transcription. Both a sufficient concentration as well as rhythmicity of cAMP have been shown in 

vitro to be necessary to sustain circadian oscillations in the SCN279. Rather than cAMP rhythms 

representing solely a clock output, these rhythms would also feed back as clock input contributing 

to core oscillator properties such as period, phase and amplitude280. On the other hand, mice with 

arrhythmic cAMP in the SCN due to the genetic disruption of a circadian regulator which 
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modulates Gi retain circadian rhythmicity in Per1 as well as in locomotor activity, although with a 

lengthened period281. Therefore a more nuanced role of cAMP is likely, cytosolic cAMP rhythms 

interlocking with the TTL to finetune timekeeping in the SCN. 

 

1.16 Optogenetic manipulation of peripheral tissue clocks 

Peripheral tissue cells harbor circadian clocks that share the molecular clockwork of their SCN 

counterparts13,76. Analogous to SCN neurons, multiple signaling pathways can induce Period genes 

in peripheral cells, including the cAMP/PKA, the PKC and the MAPK pathways282,283. The stimuli 

reported to induce circadian genes or maintain circadian rhythms in these cells range from 

treatment with a serum shock, dexamethasone or forskolin to temperature oscillations13,63,69,284. 

Peripheral cells can equally be phase-shifted in a manner similar to SCN neurons, displaying phase 

advances and delays depending on the time of stimulation63,285.  Finally, the central role of Per1 

induction in mediating phase shifts in peripheral cells was demonstrated using an artificial zinc 

finger transcriptional regulator targeted specifically to the distal GRE of Per1
286. Peripheral tissue 

clocks thus represent valid and easy-to-handle substitutes for experiments investigating circadian 

clocks, in this case an attempt to induce phase-shifts by optogenetic manipulation. At the time the 

presented experiments were carried out, no previous reports on optogenetically-mediated phase 

shifts of circadian rhythms had been published. Since then phase shifts in fibroblasts caused by 

optogenetic manipulation of the Gs signaling pathway have been reported287. Furthermore, 

optogenetic manipulation of SCN neuron firing rates via a channelrhodopsin has been 

demonstrated to cause phase shifts both in vitro and in vivo
288. These findings will later be 

discussed in the context of the presented results. 

 

1.17 Summary and aims 

Increases in intracellular cAMP can cause phase shifts in cells, the direction of the response 

depending on the phase of the clock during stimulation. Upregulation of clock genes is a crucial 

mediator of this process. The aim of this work was therefore: 

1. to manipulate intracellular cAMP concentrations in peripheral mammalian cells using an 

optogenetic tool 

2. to investigate changes in circadian oscillations in response to optogenetic stimulation 

3. to investigate transcriptional changes, particularly changes in clock gene expression, in 

response to optogenetic stimulation  
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2 Methods 

2.1 Cells  

The U2OS cell line derives from a human osteosarcoma patient and was chosen due to its intact 

and precise molecular clock machinery289,290. Due to the unavailability of U2OS wildtype cells, 

U2OS cells containing the Tet-On knock-in291 were used as a surrogate in the experiments 

investigating optogenetic control of intracellular cAMP concentration and clock gene expression. 

U2OS Bmal1-Luc cells stably expressing the firefly Luciferase protein under the control of the 

Bmal1 promoter292,293 were used in the experiment investigating the effect of optogenetic 

stimulation on circadian oscillations. Luciferase catalyses the oxidation of its substrate, D-luciferin, 

under the emission of light, the intensity of luminescence being proportional to luciferase and 

thus Bmal1 concentration. These cells enable the real-time monitoring of the molecular clock over 

several days via the quantification of the luminescence signal. 

 

2.2 Cell culture and media 

Cells were kept in DMEM + GlutaMAX (Gibco) supplemented with 10 % foetal bovine serum (FBS) 

and penicillin (100 U/ml)/streptomycin (100 µg/ml) and grown in an incubator at 37 °C under an 

atmosphere of 5 % CO2. For luminescence measurements the medium was changed immediately 

prior to transfer into the luminescence plate reader to colourless DMEM (i.e., without phenol red; 

Gibco) supplemented with stable glutamine (2 mM), HEPES buffer (10 mM), NaHCO3 (352.5 

µg/ml) and penicillin (100 U/ml)/streptomycin (100 µg/ml). Sodium-D-luciferin was added to a 

concentration of 1 µM. 

 

2.3 Cloning and plasmids 

The humanised Beggiatoa photoactivated adenylyl cyclase plasmid (pGEM-HE-h_bPAC_cmyc) was 

a gift from Peter Hegemann (Addgene plasmid # 28134)294. A 1.2-kbp segment containing the 

bPAC sequence was cloned into the pAAV-GFP control vector (Cell Biolabs Inc.) using the 

restriction sites for the EcoRI and SalI restriction enzymes (Fig. 2.1). This yielded the pAAV-bPAC 

plasmid (hereafter referred to as bPAC).  
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Fig. 2.1: Vector maps of pAAV-GFP (Cell Biolabs Inc.) and pGEM-HE-h_bPAC_cmyc (Addgene). 

Restriction sites (left) and amplified sequence (right) highlighted by black bars. 

 

In detail, the bPAC sequence of pGEM-HE-h_bPAC_cmyc was amplified using the Phusion High 

Fidelity DNA Polymerase (New England Biolabs) and the primer pair in Table 2.1. The EcoRI 

restriction site was added upstream of the SacI restriction site to the 5’ end of the forward 

primer, whilst the SalI restriction site was added to the 5’ end of the reverse primer. An annealing 

temperature of 72 °C was used as calculated by the New England Biolabs Tm calculator296, and a   

2-step protocol applied (Table 2.2).  

 

Primer pair used for amplification (5’ – 3’) Tm /°C 

Forward AGTATAGAATTCGAGCTCGGTACCCAGC 66.6 

Reverse TGATAGTCGACTTACAGGTCCTCCTCCG 68.0 

Table 2.1: Primers used for the construction of AAV-bPAC. 

EcoRI (forward primer) and SalI (reverse primer) restriction sites underlined. 

 

98 °C 1x 30 sec 

98 °C 
30x 

10 sec 

72 °C 30 sec 

72 °C 1x 10 min 

4 °C 1x ∞ 

Table 2.2: 2-step PCR protocol used for amplification  

bPAC insert 

~ 1.2 kb 

EcoRI 

SalI 

~ 0.76 kb 
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The amplified sequence was purified using the QIAquick PCR purification kit (Qiagen). pAAV-GFP 

and the purified sequence coding for bPAC were then digested separately using SalI-HF and EcoRI-

HF in CutSmart Buffer (all New England Biolabs) at 37 °C overnight. The digestion mixtures were 

separated on a 1-% agarose gel, the bPAC sequence and the pAAV backbone excised and then 

extracted using the QIAquick Gel Extraction kit (Qiagen). The bPAC insert sequence and the pAAV 

backbone were then ligated at 16 °C overnight using the T4 ligase (New England Biolabs). The 

ligation product, pAAV-bPAC, was transformed into E.coli strain STBL4 and its identity verified by 

restriction analysis (Fig. 2.2) and sequencing (Table 2.3). The unaltered pAAV-GFP plasmid 

(hereafter referred to as GFP) served as a control in the experiments. 

 

 

 

Fig. 2.2 (left): 1-% agarose gel showing restriction analysis of 

pAAV-GFP and pAAV-bPAC.  

Undigested (a) and digested (b) pAAV-GFP showing the cut-out 

GFP band (760 bp). Undigested (c) and digested (d) pAAV-bPAC 

showing the heavier bPAC insert (1.2 kb). Digestion carried out 

using EcoRI-HF and SalI-HF in CutSmart Buffer at 37 °C for 1 h. 

 

Table 2.3 (below): Sequencing analysis of pAAV-bPAC 

EcoRI restriction site on pAAV and SacI restriction site on 

pGEM-HE-h_bPAC_cmyc underlined. GFP (green) and bPAC 

(red) sequences highlighted. 

 

Plasmid (bp) Sequence 

pAAV-GFP 

(1311 – 1340) 

ATTCGAACAT  CGATTGAATT  CTGAATGGTG 

pGEM-HE-h_bPAC_cmyc 

(91 – 207) 

AATTAATTCG  AGCTCGGTAC  CCAGCTTGCT  TGTTCTTTTT  GCAGAAGCTC  

AGAATAAACG  CTCAACTTTG  GCAGATCAAT  TCCCCGGGGA  TCCAAGCTTG  

CCACCATGAT  GAAGCGG 

pAAV-bPAC 

(1311 – 1440) 

ATTCGAACAT  CGATTGAATT  CGAGCTCGG  TACCCAGCTT  GCTTGTTCTT  

TTTGCAGAAG  CTCAGAATAA  ACGCTCAACT  TTGGCAGATC  AATTCCCCGG  

GGATCCAAGC  TTGCCACCAT  GATGAAGCGG 

 

Cells were transfected with the plasmids using Lipofectamine 3000 (Invitrogen/Life technologies). 

Transfection efficiency was estimated by fluorescence microscopy of GFP-transfected cells. 

Experiments were carried out 48 h post transfection at the earliest.  

a      b       c      d                   kb 

0,5 

1,0 

1,5 

3,0 



 

25 

 

 

2.4 Optogenetic and pharmacological stimulation 

All procedures carried out on transfected cells were undertaken in near-darkness, such as to 

tightly control the amount of illumination exposure. For optogenetic stimulation, cells were 

illuminated up to a maximum of 15 min using an array of white 3.6-mW LED sources whilst placed 

on a hotplate heated to a temperature of 37 °C. In the case of cells not meant for illumination 

being present on the same culture plate, these were shielded by opaque covers. Forskolin (10 µM) 

and dexamethasone (500 nM) were used as pharmacological stimulators, whilst dimethyl 

sulfoxide (DMSO) was used as a solvent control. 

Forskolin, a diterpene derived from the roots of Coleus forskohlii, acts as a direct and rapid 

activator of adenylyl cyclase across a range of species and cell types studied. It is a potent 

activator even at low concentrations, with a half-maximum concentration in the range of               

5 - 10 µM, and its effects are entirely reversible by washing treated cells297. Since a medium 

change itself can perturb circadian rhythms13, it was deemed the most practicable solution to let 

forskolin remain in the media after treatment.  

 

2.4.1 Optogenetic manipulation of intracellular cAMP concentration 

U2OS cells were seeded into 24-well plates at a density of 105 cells/well and transfected 24 h later 

with 500 ng of either bPAC or GFP. 48 h post transfection cells were either stimulated by 

continuous illumination of varying duration (1, 5, 15 min), or were left untreated. GFP-transfected 

cells exposed to varying concentrations of forskolin for 30 min (1, 10, 100 µM) were used as 

positive controls. Immediately after the completion of treatment cells were lysed in 250 µl 0.1 M 

HCl for 10 min in darkness. The lysates were centrifuged and cAMP concentrations measured in 

the supernatant using a direct cAMP ELISA kit (Enzo Life Sciences). An acetylation step was 

included to increase sensitivity of the ELISA in the low concentration range. Optical densities at 

405 nm were measured using a spectrophotometer plate reader (Epoch, Biotek). A standard curve 

was constructed from samples with known cAMP concentrations using the plate reader software 

(Gen5/BioTek, Version 2.00.17) and a 5-parameter logistic fit: 

�(�) = 	
�
(�
��

��
�

)�
+ �  where y = OD405nm and x = [cAMP] /pmol/ml 
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2.4.2 Optogenetic manipulation of clock gene expression 

U2OS cells were seeded into 24-well plates at a density of 105 cells/well and transfected with    

500 ng of either bPAC or GFP. 48 h post-transfection cells were either stimulated by illumination 

for 15 min, or were left untreated. GFP-transfected cells stimulated by addition of forskolin        

(10 µM) were used as positive controls. The cells were incubated and then lysed in 200 µl TRIzol 

(Ambion) 1, 2, 3 or 4 h after the commencement of treatment. 

In a modification of the above procedure, the experiment was repeated with cells that were 

synchronised 48 h post transfection using dexamethasone (100 nM for 2 h) and stimulated a 

further 10-12 h later. 

 

RNA Isolation 

Total RNA was extracted from TRIzol by addition of 40 µl chloroform to the samples, shaking them 

for 15 s, leaving them on ice for 5 min, followed by centrifugation at 14,000 rpm for 20 min at       

4 °C. The upper aqueous phase was carried forward and 200 µl isopropanol added. After 

incubation for 30 min at -20 °C the samples were centrifuged at 14,000 rpm for 30 min at 4 °C and 

the supernatant removed. The RNA pellet was washed with 100 µl pre-chilled 70-% ethanol, 

centrifuged at 14,000 rpm for 10 min at 4 °C and the supernatant removed. After air drying the 

pellet for 5-10 min, it was resuspended in 20 µl nuclease-free water. RNA concentration was 

determined by measuring the optical density of the samples at 260 and 280 nm using a 

spectrophotometer plate reader (Epoch, BioTek). RNA samples were stored at -80 °C. 

 

Reverse Transcription (RT) 

mRNA was transcribed into cDNA using the High-Capacity cDNA Reverse Transcription Kit (Applied 

Biosystems). 2-3 µg total RNA per sample were topped up to 10 µl with nuclease free water, and 

the samples heated to 65 °C for 10 min using a thermocycler (Analytik Jena). In the case of low 

RNA concentrations, the maximum amount of RNA possible (i.e. 10 µl) was carried forward. 

Subsequently, 10 µl of a reverse transcriptase master mix (Table 2.4) were added to each sample. 

The samples were mixed and the reverse transcription reaction initiated in the thermocycler using 

the program listed in Table 2.5. cDNA samples were diluted 1:20 with nuclease free water and 

stored at -20 °C.  
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MultiScribe Reverse Transcriptase 1 µl 

25x dNTP mix 0.8 µl 

10x RT random primers 2 µl 

10x RT buffer 2 µl 

Nuclease-free water 4.2 µl 

Table 2.4: Reagents and volumes used for the reverse transcription (RT) master mix 

 

25 °C 10 min 

37 °C 120 min 

85 °C 5 min 

4 °C ∞ 

Table 2.5: Thermocycler program for reverse transcription 

 

qPCR 

mRNA levels were determined by quantitative real-time PCR using the GoTaq qPCR SYBR Green 

Pre-Mix (Promega) and a thermocycler (CFX-96 Touch, BioRad) and the primers in Table 2.6. 

 

Primers used for qPCR Tm /°C Primer efficiency E (%) 

β-Actin-f TGC CGA CAG GAT GCA GAA G 58.8 
 1.848 (92.4%) 

β-Actin-r CTC AGG AGG AGC AAT GAT CTT GAT 61.0 

Per1-f TCC ATT CGG GTT ACG AAG CT 57.3 
1.938 (96.9%) 

Per1-r GCA GCC CTT TCA TCC ACA TC 59.4 

Per2-f CGT GCC AAG CAG TTG ACT TA 57.3 
2.022 (101.1%) 

Per2-r CAG CAA GGC TCA ACA AAT CA 55.3 

cFos-f CCG GGG ATA GCC TCT CTC ACT 61.8 
1.953 (97.6%) 

cFos-r CCA GGT CCG TGC AGA AGT C 61.0 

Table 2.6: Primer sequences (5’ – 3’). Primer efficiencies and product specificity were determined by a 

dilution series and melt curve analysis, respectively. 

 

5 µl of cDNA, 5 µl of the relevant primer mix (1.4 mM) containing the forward and reverse primer 

for the gene in question and 10 µl of SYBR Green Pre-Mix were mixed together and the 

amplification program detailed in Table 2.7 run. 
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94 °C 1x 5 min 

94 °C 

40x 

15 sec 

60 °C 15 sec 

72 °C 20 sec 

72 °C 1x 5 min 

Table 2.7: Amplification program for qPCR. N.B.: a lower annealing temperature (55 °C) was used to amplify 

Per1 in order to account for the lower Tm of the Per1 primers 

 

Melt curves and threshold amplification (CT) values were obtained via the thermocycler software. 

Gene expression of the gene of interest in a sample was calculated relative to the housekeeping 

gene β-Actin using the ΔΔCT method298. The mean expression in non-stimulated cells served as the 

reference point for gene expression over time. 

 

2.4.3 Optogenetic manipulation of endogenous cell rhythms 

U2OS Bmal1-Luc cells were seeded into 96-well plates at a density of 2 x 104 cells/well and 

transfected with 100 ng of either bPAC or GFP. 48 h post transfection cells were synchronised 

with 100 nM dexamethasone (2 h), after which the medium was changed to colourless medium 

containing sodium D-Luciferin. The plate was transferred to a luminescence plate reader (TriStar 

LB941, Berthold) and endogenous BMAL1 rhythms were observed by measuring the luminescence 

in each well every 5 min. After 24 - 48 h inside the plate reader the plate was removed from the 

measurement chamber at the appropriate phase in order to be subjected to 15 min of 

illumination, addition of 10 µM forskolin, DMSO or 500 nM dexamethasone, or to no treatment at 

all. Afterwards the cells were placed back in the plate reader and post-stimulation BMAL1 

rhythms recorded for a further 24 - 96 h. Oscillations relative to a 24-h running average were 

calculated and dampened sine fits obtained (Fig. 2.3) using Prism 5.00 (GraphPad) and the 

following formula: 

 
 y  = luminescence t  = time 

�(�) = ��
��  sin( 2" ( �# − % )) where A = amplitude λ = wavelength 

  k  = decay constant φ = phase 
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In cases when the dampened formula failed to converge, a simple undampened sine fit was used. 

To ensure that a stable oscillatory signal was fitted to, the time cells spent acclimatising as judged 

by visual inspection was omitted from the analysis. A standard cut-off of 6 h after insertion into 

the plate reader was selected, which, if deemed insufficient was extended to 12 h. Pre-stimulation 

signals were fitted up to the point of stimulation, whilst post-stimulation signals were fitted for 

24, 48 or 72 h depending on the stability of the signal. By comparison of the two signals, the 

phase response could be analysed (cf. section 3.4). For example, phase shifts (/h) were calculated 

at 24 and 48 h after stimulation as the time difference between peaks/nadirs of the pre- and post-

stimulation sine fits, depending on the phase of stimulation as demonstrated in Fig. 2.3 (e.g.: 

stimulation at a nadir → phase shifts calculated at the following nadirs). 
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Fig. 2.3: Above luminescence signal of a representative sample containing cells transfected with bPAC 

(black) with a 24 h moving average (green) added. Stimulation time point marked by an arrow. Below the 

same signal divided by the moving average, with pre- and post-stimulation sine fits added (blue and red 

respectively). The first 6 h in the plate reader, during which cells acclimatised, were always discarded in the 

analysis (grey shading). Phase shifts denoted by Δ.  

Δ (48 h) Δ (24 h) 
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2.5 Analysis and statistics 

Excel (Microsoft Office 2007) was used to process data. Prism 5.00 (GraphPad) was used for 

statistical analysis of the results. Numerical data are presented as mean ± standard deviation (SD) 

for means generated by replicates from the same experiment, or as mean ± error of the mean 

(SEM) for means of data generated in independent experiments. Means from two sample groups 

were compared using a two-tailed unpaired Student’s t test. More than two groups were 

compared by 1- or 2-way ANOVA with Bonferroni post-tests. p-values < 0.05 were considered to 

be statistically significant. Results for Bonferroni post-tests are denoted as ns = p > 0.05,                 

* = p < 0.05, ** = p < 0.01, *** = p < 0.001, unless otherwise stated. Statistical outliers were 

determined by the Grubbs outlier test (α = 0.05) and excluded from the analysis. 
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3 Results 

3.1 Optogenetic stimulation leads to an increase in intracellular cAMP 

The functionality of the pAAV-bPAC plasmid was tested by transient transfection of U2OS cells. 

These were subjected to illumination of varying duration, lysed, and the cAMP concentration in 

the cell lysates measured by an ELISA. Despite adding an acetylation step in order to increase the 

ELISA’s sensitivity, some GFP control samples as well as non-illuminated bPAC samples were 

measured to have optical densities outside the range of the standard curve. Since it is not valid to 

extrapolate the standard curve in order to calculate the cAMP concentrations of samples, the 

concerned samples were assigned the value zero. 

Fig. 3.1 left displays the cAMP concentrations in the cell lysates in response to varying 

illumination time. 2-way ANOVA showed a significant effect of plasmid used, illumination time 

and interaction on variance (p < 0.0001). Baseline cAMP levels in lysates of non-illuminated cells 

containing bPAC or GFP were not statistically different (0.037 ± 0.037 nM vs. 0.063 ± 0.038 nM,    

p > 0.05 for Bonferroni post-test). After illumination an increase in cAMP levels was only observed 

in the lysates of cells containing bPAC, cAMP levels rising to a maximum of 5.7 ± 1.3 nM after        

5 min of illumination (vs. 0.048 ± 0.055 nM in the lysate of cells containing GFP, p < 0.001 for 

Bonferroni post-test). cAMP levels after 1 and 15 min of illumination were equally significantly 

elevated in lysates of cells transfected with bPAC compared to their GFP controls. 
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left: cAMP concentration in U2OS cell lysates in response to varying illumination time. Results plotted as 

mean ± SD, n = 4. Michaelis-Menten type fit added (dotted line), Km = 35 s. 

right: cAMP concentration in U2OS cell lysates in response to varying forskolin concentration. Results 

plotted as mean + SD, n = 4.  

*** *** 
*** 

*** 

*** 
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Bonferroni multiple comparisons testing showed no significant difference between mean cAMP 

levels at time points 1, 5 and 15 min in cell lysates of cells transfected with bPAC. The observed 

saturation kinetic was modeled with a Michaelis-Menten curve, yielding a half-saturation time of 

35 s.  15 min was carried forward as the standard illumination time in the following experiments. 

Fig. 3.1 right displays the cAMP concentrations in cell lysates in response to varying forskolin 

concentrations. 1-way ANOVA testing showed the means to be significantly different (p < 0.0001). 

Lysates of cells treated with forskolin displayed a significant increase in cAMP levels only for 

forskolin concentrations ≥ 10 µM (p < 0.001, Bonferroni multiple comparisons test vs. untreated 

cells). cAMP levels measured after stimulation with 10 µM forskolin (1.67 ± 0.22 nM) were of the 

same order of magnitude as those measured in lysates of illuminated cells containing bPAC.        

10 µM forskolin was carried forward as the concentration used for positive controls in the 

following experiments. 

 

3.2 Optogenetic stimulation leads to an upregulation of Per1 

The next experiment investigated whether a light-induced cAMP burst would alter the expression 

of the clock genes Per1 and Per2, since upregulation of these genes is considered a key step in 

causing phase shifts (cf. section 1.6). In order to understand the kinetics of transcriptional 

changes, a time profile of mRNA levels was constructed by lysing non-synchronised U2OS cells in 

hourly intervals up to a maximum of 4 h after illumination or pharmacological stimulation. 

Fig. 3.2 displays the time profiles obtained for Per1 (left) and Per2 (right). Concerning Per1, 2-way 

ANOVA showed a significant effect of treatment, time after stimulation and interaction on 

variance (p < 0.0001 for all). Per1 was upregulated both in cells containing bPAC that were 

subjected to illumination as well as in control cells containing GFP that were stimulated with 

forskolin. 2 h after stimulation was identified as the time point with maximum Per1 upregulation. 

At this time point relative expression of Per1 in illuminated cells containing bPAC was significantly 

higher than in illuminated cells containing GFP (p < 0.01 for Bonferroni post-test). Per1 expression 

was not found to differ at the other investigated time points for cells containing bPAC. In cells 

stimulated with forskolin the point of maximum Per1 expression was similarly 2 h after 

stimulation, significantly elevated expression however persisting to 3 h and 4 h after stimulation 

vs. controls (p < 0.001 for all mentioned time points for Bonferroni post-tests). 
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Concerning Per2, the time profile yielded inconclusive results. At no time point after 

commencement of stimulation was Per2 expression in stimulated cells different from control cells 

(p > 0.05 for Bonferroni post-tests). Considering cells transfected with bPAC in isolation, 1-way 

ANOVA showed Per2 expression to be significantly higher at 2 h compared to 0 h (p < 0.001). 

However, given the lack of observed upregulation at this time point in cells stimulated with 

forskolin as well as the lack of a significant difference of Per2 expression relative to non-

stimulated cells, no clear conclusion about changes in Per2 could be drawn. Per2 was thus not 

investigated further in non-synchronised cells. 
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Fig. 3.2: Time profile of the expression of the clock gene Per1 (left) and Per2 (right) in non-synchronised 

U2OS cells. Expression calculated relative to non-stimulated cells (t = 0) containing the GFP plasmid. Results 

plotted as mean ± SD, n = 4. 

 

The experiment was thus repeated focusing on the 0 and 2 h time points, and the resulting data 

pooled (Fig. 3.3). Again, 2-way ANOVA confirmed a significant effect of treatment (p < 0.01), time 

after stimulation (p < 0.001) and interaction (p < 0.01) on variance. Baseline Per1 expression was 

not significantly different in non-stimulated cells irrespective of plasmid load (1.00 vs. 1.09 ± 0.14 

for GFP and bPAC respectively, p > 0.05 for Bonferroni post-test), whilst Per1 upregulation relative 

to control cells after 2 h was confirmed (1.02 ± 0.07 vs. 1.38 ± 0.09 and 1.68 ± 0.06 for illuminated 

cells containing GFP, illuminated cells containing bPAC and cells stimulated with forskolin, p < 0.05 

and p < 0.001 for Bonferroni post-tests respectively).  

*** 

*** *** ** 
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Equally when comparing the 0 h and 2 h time points, a significant difference in Per1 expression 

was shown for cells treated with forskolin (1.01 ± 0.003 vs. 1.68 ± 0.06, p < 0.001 for Bonferroni 

post-test). No significant difference was detected for illuminated cells containing bPAC             

(1.09 ± 0.14 vs. 1.38 ± 0.09, p > 0.05 for Bonferroni post-test), likely due to the higher variance of 

Per1 expression in non-stimulated cells.  
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Fig. 3.3: Expression of Per1 in non-synchronised U2OS cells, non-stimulated and 2 h after stimulation. 

Expression calculated relative to non-stimulated cells (t = 0) containing the GFP plasmid. Results plotted as 

mean + SEM, n = 3 independent experiments with 4 replicates each. 

 

3.3 The circadian period is unchanged by bPAC in the absence of light 

The previous experiments show that the bPAC plasmid was able to enact a rise in intracellular 

cAMP and thereby cause an upregulation in Per1 upon illumination. Of equal importance is the 

finding that baseline cAMP levels and baseline Per1 expression did not appear to be altered by the 

presence of the bPAC plasmid in non-stimulated cells. The next experiment investigated whether 

key parameters of circadian oscillation such as period and amplitude were affected by the 

presence of the bPAC plasmid. To this end, U2OS Bmal1-Luc cells were transfected with either 

bPAC or GFP, synchronised with dexamethasone, transferred to a luminescence plate reader and 

endogenous Bmal1 rhythms were observed. 

  

*** 

*** 
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Fig. 3.4 displays the results obtained for period (left) and amplitude (right) of circadian 

oscillations. The period was not found to be different between non-stimulated cells transfected 

with either bPAC or GFP (23.64 ± 0.51 h vs. 23.56 ± 0.43 h, p = 0.91, unpaired t-test). A significant 

difference was however observed between the amplitudes of oscillations, which were lower in 

cells transfected with bPAC (0.34 ± 0.06 vs. 0.53 ± 0.05, p = 0.021, unpaired t-test). 
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Fig. 3.4: Characterisation of circadian oscillations in U2OS Bmal1-Luc cells transfected with bPAC or GFP. 

Left: period, right: amplitude of oscillation. Results plotted as mean + SEM, n = 9 independent experiments 

containing a total of 105 bPAC replicates and 268 GFP replicates  

 

3.4 Effect of optogenetic and pharmacological stimulation on circadian rhythms 

Manipulating circadian rhythms by optogenetic stimulation was a key aim of the presented work. 

The next experiments thus investigated the effect of stimulating U2OS Bmal1-Luc cells transfected 

with either bPAC or GFP at different time points of the circadian cycle. For this purpose, cells that 

had acclimatised in a luminescence plate reader were stimulated by illumination or by addition of 

pharmacological substances and then transferred back into the plate reader for recording of post-

stimulation signals. Nine stimulation experiments were carried out in total. Three experiments 

each at peak and nadir Bmal1 expression formed the core analysis. An additional two experiments 

during the falling phase of Bmal1 oscillation and one experiment during the rising phase of Bmal1 

oscillation were carried out, although the latter had to be discarded due to poor post-stimulation 

signal quality. In each experiment, 7 conditions were tested: bPAC cells with/without light, GFP 

cells with/without light, GFP cells treated with DMSO, forskolin and dexamethasone. This allowed 

for the analysis of the effects of the different modes of stimulation as well as unspecific effects 

associated with the stimulation procedure.  

ns 
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In order to demonstrate the data generated in these experiments, Fig. 3.5 shows representative 

data from two experiments where cells were stimulated at nadir and peak concentrations of 

Bmal1. Cells containing bPAC were delayed in their circadian cycle when illuminated at nadir 

Bmal1 compared to non-illuminated controls. Contrastingly, illumination at peak Bmal1 caused 

cells containing bPAC to be advanced in their circadian cycle compared to non-illuminated 

controls. The rhythms of cells containing GFP were unaltered by illumination, whilst 

pharmacological stimulation (depicted here: dexamethasone) caused delays and advances to the 

circadian cycle in a similar fashion as for illuminated cells containing bPAC. 
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 Fig. 3.5: Representative traces of cells having undergone stimulation at nadir (left) and peak (right) Bmal1. 

X-axis showing time after start of experiment (/h). Stimulation time point marked with an arrow. Upper 

Cells containing bPAC, the red trace having received illumination. Middle Cells containing GFP, the grey 

trace having received illumination. Lower Cells containing GFP, the blue trace having been treated with 

dexamethasone. All black traces received no stimulation. 
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To quantify the phase shifts, pre- and post-stimulation sine fits of the circadian oscillations were 

modeled. The following sections present the effects of stimulation on phase and period of post-

stimulation circadian oscillations, leading to the construction of a phase response-curve. 

 

3.4.1 Effect of stimulation on phase 

In a first step, phase immediately prior to and after stimulation was calculated. Fig 3.6 displays the 

phase change (/2π) for each condition as a function of pre-stimulation phase. 
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Fig. 3.6: Post-stimulation phase change of circadian oscillations as a function of pre-stimulation phase. Note 

that pre-stimulation phases (/2π) of 0.25 and 0.75 signify peak and nadir Bmal1 expression respectively. 

Also note that a positive change in phase signifies a phase advance. Data from 8 independent experiments 

with n = 43, 45, 47, 45, 48, 47 and 48 data points respectively for the conditions (left - right, top - bottom). 
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By visual inspection, no phase-dependent effect of stimulation on phase of post-stimulation 

oscillation was evident for the negative control conditions using unilluminated samples (bPAC, 

GFP) as well as samples treated with a solvent control (DMSO). Contrarily, a clear phase 

dependence of post-stimulation phase was evident for the positive control samples treated with 

forskolin and dexamethasone. Here phase advances and delays were observed at peak and nadir 

Bmal1 expression respectively. A similar but less clear pattern was observed for the illuminated 

samples containing bPAC (bPAC + light), whilst the control condition using illuminated samples 

containing GFP (GFP + light) yielded inconclusive results. 

In order to further investigate the effect of stimulation on post-stimulation phase, net phase 

changes were calculated by subtracting the mean phase change of the appropriate control 

condition from the same experiment from the phase change of an individual well. Unilluminated 

cells containing bPAC served as controls for illuminated cells containing bPAC, whilst 

unilluminated cells containing GFP served as controls for all other conditions. The advantage of 

investigating net phase changes is that these can be attributed solely to the specific stimulation 

received. The resulting phase response diagram for net phase changes at peak and nadir Bmal1 

expression is displayed in Fig. 3.7. 

At peak Bmal1 expression mean net phase changes (/2π) were 0.203 ± 0.156, -0.023 ±  0.068, 

0.114 ± 0.074 and 0.112 ± 0.045 for bPAC + light, GFP + light, GFP + forskolin and GFP + 

dexamethasone respectively. With 2π representing one full 24h cycle, these phase changes 

correspond to phase advances of ca. 5 h for illuminated cells containing bPAC and ca. 2.5 h for 

cells containing GFP treated with forskolin or dexamethasone. 

At nadir Bmal1 expression mean net phase changes (/2π) were -0.045 ± 0.058, -0.020 ± 0.038,       

-0.046 ± 0.055 and -0.089 ± 0.043 for bPAC + light, GFP + light, GFP + forskolin and GFP + 

dexamethasone respectively. These phase changes correspond to phase delays of ca. 1 h for 

illuminated cells containing bPAC as well as cells containing GFP treated with forskolin and of ca.  

2 h for cells containing GFP treated with dexamethasone. 

2-way ANOVA showed highly significant effects of stimulation time point, stimulation condition 

and interaction on variance (p < 0.001 for all). Importantly Bonferroni post-tests showed no 

statistical significant difference between the phase changes observed in unilluminated cells 

containing GFP at the two stimulation time points. For all other stimulation conditions the 

difference between the phase changes observed (i.e. phase advances vs. delays) was highly 

significant (p < 0.001).  
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Furthermore, the phase changes after stimulation could be compared against those observed in 

illuminated cells containing the GFP plasmid. Since the phase changes in this stimulation condition 

were not significantly affected by the stimulation time point, they most closely resembled a valid 

control condition. At peak Bmal1 expression the phase advances observed for bPAC + light and 

GFP + forskolin/dexamethasone all reached statistical significance (p < 0.001). However at nadir 

Bmal1 expression only the phase delays observed after treatment with dexamethasone reached 

statistical significance (p < 0.05). 
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Fig. 3.7: Net phase changes (/2π) after stimulation at peak and at nadir Bmal1 expression. Results plotted as 

mean + SD, n = 17 (peak) and 16 (nadir) for bPAC + light, 16 and 16 for GFP + light, 18 and 17 for GFP + 

forskolin, and 18 in each case for GFP + dexamethasone. Results for Bonferroni post-test after 2-way 

ANOVA displayed with p < 0.05, 0.01 and 0.001 denoted by 
*
, 

**
 and 

***
 respectively. 

 

A limitation of the depicted phase-response diagrams is that the post-stimulation phase used in 

their derivation is calculated by extrapolating post-stimulation sine fits backwards beyond their 

region of fitting. This method thus assumes an instant phase change of the treated samples which 

remains constant during the acclimatisation period until the region of fitting is reached. Whether 

this assumption holds true is unknown, hence further analyses were required to validate the 

observed phase-response relationships.  
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3.4.2 Effect of stimulation on period 

The second key variable of any oscillation is its period. Again, using the modeled pre- and post-

stimulation sine fits of the recorded circadian oscillations allowed for the comparison of periods 

prior to and after stimulation. Fig. 3.8 displays the difference in pre- and post stimulation period 

for each condition as a function of pre-stimulation phase. 
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Fig. 3.8: Post-stimulation period change of circadian oscillations as a function of pre-stimulation phase. Data 

from 8 independent experiments with n = 43, 45, 47, 45, 48, 47 and 48 data points respectively for the 

conditions (left - right, top - bottom). 
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In general, longer periods were observed across all conditions after the stimulation procedure. 

However, in contrast to changes in phase (cf. Fig. 3.6), no dependency on pre-stimulation phase 

was apparent. The mean period changes across all experiments (n = 8) for each condition were 

thus pooled and the mean lengthening of the period (/h) for the different conditions calculated, 

as displayed in Fig. 3.9: 2.51 ± 1.44 (bPAC), 2.44 ± 0.73h (bPAC + light), 2.72 ± 0.99 (GFP),          

2.21 ± 0.65 (GFP + light), 1.93 ± 0.76 (DMSO), 3.38 ± 0.95 (forskolin), 3.02 ± 0.54 

(dexamethasone). 1-way ANOVA showed no significant difference between the different 

conditions (p = 0.939), with Bonferroni post-test also showing no significant differences between 

any column pairs. The observed lengthening of the period was thus independent of the individual 

stimulation conditions. 
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Fig. 3.9: Mean post-stimulation period change of circadian oscillations (n = 8, mean + SEM). 

 

3.4.3 Quantifying phase shifts – adjusting for period changes 

In section 3.4.1, phase changes (/2π) were calculated by subtracting the phase at stimulation of 

pre-stimulation sine fits from the extrapolated phase at stimulation of post-stimulation sine fits: 

Δφ = φpost-stimulation signal (tstimulation) – φpre-stimulation signal (tstimulation) 

An alternative method to quantify the phase response is by comparing extrapolated pre-

stimulation sine fits and observed post-stimulation signals. In this case, a phase shift (/h) is 

defined as the time difference between the expected and the observed peak or nadir of Bmal1 

oscillations, whereby the phase shift is calculated at the phase corresponding to the phase at 

stimulation (e.g. stimulation at nadir Bmal1 → phase shift calculated at the following nadir): 

Δφ = tpeak/nadir (observed) – tpeak/nadir (expected)  
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However as outlined in the previous sections, both phase and period of the observed circadian 

oscillations were affected by the stimulation procedure. Challenges thus arise with this method 

when a simultaneous change in period is of the same order of magnitude as a phase shift. In this 

case, the observed phase shift can either be augmented or obscured. For example, a phase delay 

would be accentuated by an increased period, whilst a phase advance would conversely be 

diminished. Furthermore, the calculated phase shift would not be constant across time, e.g. a 

phase shift calculated at the first nadir after stimulation at nadir Bmal1 would differ from one 

calculated at the second nadir. A methodical correction is therefore required which takes into 

account the individual period changes of each well. It was decided to adjust the calculated phase 

shift by subtracting the observed period change of the well in question: 

;%<=>?@�A= = ;% − B ∙ ;# 

where Δφ is the phase shift as defined above, Δλ is the period change of an individual well and n is 

an integer equaling the number circadian cycles that have passed between stimulation and 

measurement of the phase shift. 

In practice this means that phase delays driven by large increases in period are reduced, whilst 

phase advances that are counteracted by increased periods become more prominent. 

Furthermore, the time point of phase shift calculation is no longer important, as the formula 

corrects for the number of passed circadian cycles. 

Using the definition for period adjusted phase shifts above, and again calculating net phase shifts 

by subtracting the mean phase shift of the appropriate control in an analogous fashion as 

described in section 3.4.1 yielded the phase response diagram shown in Fig. 3.10. 

At peak Bmal1 expression mean net phase shifts (/h) were 4.99 ± 4.25, -0.74 ± 2.17, 2.85 ± 2.23, 

2.68 ± 1.62 for bPAC + light, GFP + light, GFP + forskolin and GFP + dexamethasone respectively. 

At nadir Bmal1 expression mean net phase shifts (/h) were -1.42 ± 1.53, -0.47 ± 0.96, -1.06 ± 1.35, 

-2.37 ± 1.02 for bPAC + light, GFP + light, GFP + forskolin and GFP + dexamethasone respectively. 

Note that positive phase shifts correspond to phase advances whilst negative phase shifts 

correspond to phase delays. 

Similarly to the results obtained for phase changes after stimulation, 2-way ANOVA showed highly 

significant effects of stimulation time point, stimulation condition and interaction on variance     

(p < 0.001 for all). The results for the Bonferroni post-tests are shown in Fig. 3.10.  
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Fig. 3.10: Net adjusted phase shifts (/h) after stimulation at peak and at nadir Bmal1 expression. Results 

plotted as mean + SD, n = 17 (peak) and 16 (nadir) for bPAC + light, 16 and 16 for GFP + light, 18 and 17 for 

GFP + forskolin, and 18 in each case for GFP + dexamethasone. Results for Bonferroni post-test after 2-way 

ANOVA displayed, p < 0.05, 0.01 and 0.001 denoted by 
*
, 

**
 and 

***
 respectively. 

 

Despite the different methods used in their construction, the phase diagrams displaying net phase 

changes (/2π) (Fig. 3.7) and net phase shifts (/h) (Fig. 3.10) were remarkably similar qualitatively: 

cells containing GFP were not phase shifted in a phase-dependent manner, whilst stimulated cells 

(illuminated cells containing bPAC or pharmacologically stimulated cells containing GFP) were 

phase advanced and delayed at peak and nadir Bmal1 respectively. 

A common theme to be observed in all phase response diagrams was the large variability of the 

phase shifts, raising questions about inter- and intra-experimental reproducibility of the phase 

response. 

Nonetheless, circadian rhythms were successfully manipulated in a phase-dependent manner by 

both optogenetic and pharmacological means, with consistent results derived by two 

independent methods.  
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ns 

*** 

*** 

*** 

* 



 

44 

 

 

3.5 The role of the Per1 in mediating phase shifts is unclear 

In order to ascertain that the changes in wavelength and period observed after optogenetic 

stimulation were caused by an upregulation in clock genes, the expression of Per1 was 

investigated in U2OS cells which had been synchronised for 2 h with 100 nM dexamethasone 12 h 

before stimulation. Judging by data from U2OS Bmal1-Luc cells which had undergone the same 

synchronisation procedure, this corresponds to the phase of peak Bmal1 concentration (see Fig. 

3.5), and the phase when the largest phase responses (phase advances) were inducible. Similarly 

as in non-synchronised cells, Per1 expression was measured at the 0 and 2 h time points after 

stimulation (Fig. 3.11). 
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Fig. 3.11: Expression of Per1 in synchronised U2OS cells, non-stimulated and 2 h after stimulation. 

Expression calculated relative to non-stimulated cells (t = 0) containing the GFP plasmid. Results plotted as 

mean + SEM, n = 4 independent experiments with 4 replicates each. 

2-way ANOVA confirmed a significant effect of treatment (p < 0.01), time after stimulation           

(p < 0.001) and interaction (p < 0.001) on variance. Similarly as in non-synchronised cells, baseline 

Per1 expression was not significantly different irrespective of plasmid load: 1.00 (GFP) vs.         

1.20 ± 0.14 (bPAC) vs. 0.96 ± 0.06 (GFP + forskolin), p > 0.05 (Bonferroni post-test). 2 h after 

stimulation significant Per1 upregulation was observed after treatment with forskolin compared 

to illuminated GFP controls (2.31 ± 0.19 vs. 1.16 ± 0.08, p < 0.001 (Bonferroni post-test)), however 

the numerically observed higher Per1 expression after optogenetic stimulation of cells containing 

bPAC failed to reach statistical significance (1.55 ± 0.22, p > 0.05).  
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When comparing the 0 h and 2 h time points, a significant difference in Per1 expression was again 

observed for cells treated with forskolin (p < 0.001 for Bonferroni post-test). No significant 

difference was detected for illuminated cells containing bPAC vs. non-stimulated bPAC controls   

(p > 0.05 for Bonferroni post-test), in part due to the high variance of Per1 expression observed. 

A simultaneously assembled time profile of Per1 expression in hourly intervals for 4 h after 

stimulation is shown in Fig. 3.12. 2-way ANOVA testing showed a significant effect of plasmid 

used, time after stimulation and interaction on variance (p < 0.0001). In contrast to the data for 

non-synchronised cells, it showed no significant expressional changes in Per1 in response to 

optogenetic stimulation at any post-stimulation time point (p > 0.05, Bonferroni post-test). 

Treatment with forskolin however still caused an upregulation of Per1 with similar kinetics and of 

comparable magnitude as in non-synchronised cells (p < 0.05 at 1 h, p <0.001 at 2 h/3 h/4 h, 

Bonferroni post-test). 
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Fig. 3.12: Time profile of Per1 expression in synchronised U2OS cells after stimulation. Expression calculated 

relative to non-stimulated cells (t = 0) containing the GFP plasmid. Results plotted as mean ± SD, n = 4. 

 

With the role of Per1 as a mediator of the observed phase shifts in U2OS Bmal1-Luc cells in 

question, exploratory analyses were carried out to determine whether stimulation elicited other 

transcriptional changes in synchronised cells. The immediate early gene cFos as well as the clock 

gene Per2 were thus investigated.  
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*** 
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3.6 Evidence for unspecific expressional changes in response to the stimulation procedure 

A time profile of cFos was assembled, the immediate early gene serving as a marker of unspecific 

transcriptional changes in response to stimulation (Fig. 3.13). 2-way ANOVA revealed a significant 

effect of plasmid used and time after stimulation (both p < 0.0001) as well as interaction (p < 0.05) 

on variance. A strong initial upregulation after 1 h regardless of plasmid content or stimulation 

condition was observed, including illuminated cells containing GFP (i.e. the control condition). 

There was no detectable significant difference between the amount of upregulation: 2.71 ± 0.29 

(GFP + light) vs. 2.84 ± 0.47 (bPAC + light) vs. 3.13 ± 0.56 (GFP + forskolin), p > 0.05 for all pairs 

tested (Bonferroni post-test). A late upregulation component of smaller magnitude was evident in 

cells containing bPAC that had received illumination and in cells containing GFP which had 

received forskolin when compared to illuminated control cells. This upregulation was significant at 

both 3 h and 4 h after stimulation: 1.30 ± 0.06 (GFP + light) vs. 1.89 ± 0.31 (bPAC + light, p < 0.05) 

vs. 2.00 ± 0.39 (GFP + forskolin, p < 0.01) at 3 h and 1.29 ± 0.24 (GFP + light) vs. 2.09 ± 0.33 (bPAC 

+ light, p < 0.01) vs. 2.29 ± 0.18 (GFP + forskolin, p < 0.001) at 4 h. The initial upregulation of cFos 

across all conditions is thus related to the procedure involved in stimulation and unspecific, whilst 

the late upregulation can be attributed to the specific modes of stimulation. 
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Fig. 3.13: Time profile of cFos expression in synchronised U2OS cells after stimulation. Expression calculated 

relative to cells containing the GFP plasmid at t = 0. Results plotted as mean ± SD, n = 4. 
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Since cFos expression was noted to be numerically larger in non-stimulated cells containing bPAC 

in comparison to GFP controls, baseline cFos expression was determined in all experiments 

available involving synchronised cells. Cells containing bPAC were found to have a significantly 

elevated baseline cFos expression compared to cells containing GFP (1.47 ± 0.12 (SEM) vs. 1.00,    

p = 0.0077, n = 4 independent experiments with 4 replicates each). This finding was confirmed in 

non-synchronised cells (baseline cFos expression in cells containing bPAC relative to cells 

containing GFP 2.17 ± 0.62 (SEM, n = 3 independent experiments with 4 replicates each). 

 

3.7 Delayed upregulation of Per2 in sychronised cells 

The time profile for Per2 is shown in Fig. 3.14. 2-way ANOVA showed a significant effect of 

plasmid used (p < 0.05) and time after stimulation (p < 0.0001) on variance, but not of interaction 

(p = 0.054). A significant upregulation of Per2 relative to illuminated control cells was only 

observed 4 h after stimulation for both optogenetically stimulated cells and pharmacologically 

stimulated cells: 1.11 ± 0.11 (GFP + light) vs. 1.31 ± 0.09 (bPAC + light, p < 0.05) and 1.43 ± 0.15 

(GFP + forskolin, p < 0.001). Whilst more data for this time point from further experiments is 

lacking, it provides a possible link between optogenetic stimulation and the observed phase shifts 

in response to stimulation, offering a starting point for further experiments. 

Per2

0 1 2 3 4

0.8

1.0

1.2

1.4

1.6

bPAC + light

GFP + light

GFP + forskolin

Time after stimulation / h

R
e

la
ti

v
e

 E
x

p
re

s
s

io
n

 

Fig. 3.14: Time profile of Per2 expression in synchronised U2OS cells after stimulation. Expression calculated 

relative to non-stimulated cells (t = 0) containing the GFP plasmid. Results plotted as mean ± SD, n = 4. 

# 

(#) 

(*) 

*** 



 

48 

 

4 Discussion 

The aim of this study was to use an optogenetic approach involving the light-sensitive adenylyl 

cyclase bPAC to manipulate circadian rhythms in cell culture and to investigate the underlying 

transcriptional changes, particularly in clock gene expression. 

The key findings of this study are the following: (i) the bPAC sequence was successfully cloned into 

a plasmid that could be delivered to cells using a simple transient transfection approach, (ii) in 

cells transfected with bPAC illumination caused rapid and significant increases in intracellular 

cAMP levels, (iii) in non-synchronised cells, this rise in cAMP led to upregulation of the clock gene 

Per1, (iv) in synchronised cells, optogenetic stimulation caused phase-dependent delays or 

advances to circadian rhythms, with phase response curves constructed by two independent 

methods yielding concordant results, (v) the role of the clock gene Per1 in mediating these phase 

shifts is uncertain and (vi) the stimulation procedure used caused a lengthening of circadian 

period and induced unspecific transcriptional activation. 

 

4.1 Magnitude and kinetics of cAMP increase after illumination 

The experimental set up used to test optogenetic stimulation elicited convincing data for rapid 

and significant cAMP production. In lysates of cells containing bPAC, cAMP concentration was 

found to increase by a factor of ca. 150 upon illumination compared to non-illuminated controls. 

This is of the same order of magnitude as the 300-fold increase in enzymatic activity of bPAC 

reported in the original publication271. Comparisons of absolute cAMP concentrations or cAMP 

production rates against those reported in other publications are difficult as no normalisation 

against protein content was undertaken. Nonetheless the fold-change in cAMP concentration is a 

sufficient indicator to underline the functionality of the system. 

The rise of cAMP in cells containing bPAC in response to illumination was fast – on the scale of 

seconds if a Michaelis-Menten fit is modeled (Km = 35 s). Despite the limited temporal resolution 

of the results, this is in good agreement with the kinetic properties of bPAC reported, with a time 

constant of 23 s for cAMP production by purified bPAC observed in vitro
271. The decay kinetics of 

cAMP after stimulation were not investigated in the presented work, but inferences can be made 

from the data reported in the literature. The decay of enzymatic activity after “lights-off” is found 

to be rapid, also on the scale of seconds (τ = 12 s for the active state of purified bPAC), however 

the decay kinetics of cAMP can be more complex, as they depend on the activity of endogenous 

cyclic nucleotide phosphodiesterases (PDEs).  



 

49 

 

 

The types of PDEs present, their expression levels and their substrate specificity vary in a tissue-

specific manner, explaining why some cell systems return to baseline cAMP concentrations (or 

baseline physiology as a surrogate marker) faster than others, but always on the scale of minutes 

(1 – 10 min)271,299. Neuronal tissues for example display a high expression of different PDEs, whilst 

little is known about PDE expression in U2OS cells299. A minor uncertainty over the exact duration 

of elevated cAMP concentrations in response to illumination thus exists. However this does not 

constitute a relevant limitation – the described kinetics offer sufficiently precise temporal control, 

guaranteeing a temporally limited cAMP burst in illuminated cells containing bPAC. 

In contrast, cells stimulated pharmacologically with forskolin were exposed to elevated cAMP 

concentrations for much longer: at pH > 6.5 in aqueous solution forskolin can isomerise to 

isoforskolin and both isomers are degraded by base-catalysed hydrolysis to forskolin D. At pH 7.4 

and a temperature of 37 °C (the approximate experimental conditions used), the half-life of 

forskolin is reported to be 19.5 h, meaning cells stimulated with forskolin were exposed to 

physiologically relevant cAMP concentrations for well over a day under the assumption that in a 

cell model no further degradation pathways exist or degradation is not accelerated 

enzymatically300. Washing treated cells or tissue slices rapidly reverses the effects of forskolin297, 

however this was decided against in order to avoid the perturbation of circadian processes 

associated with medium changes (in the case of forskolin treated cells) or with removal from the 

incubator/plate reader (in the case of cells from other stimulation conditions present on the same 

plate). The time scale of cAMP exposure therefore varied from < 30 min in the case of 

optogenetically stimulated cells to > 1 day in the case of pharmacologically stimulated cells. 

A final point to mention concerns the intensity of illumination used in the experiments. Purified 

bPAC displays saturation kinetics when illuminated with increasing light intensity. If illuminated 

with monochromatic light (475 nm), the cAMP production rate plateaus above an intensity of ca. 

20 µW/mm-2. The absorption spectrum of bPAC peaks at 441 nm but only tails off at around      

500 nm, meaning the polychromatic light source used for these experiments stimulated bPAC 

across a spectrum of wavelengths, the overall intensity equaling the integral over this range. This 

overall intensity was not quantified, but it can be safely assumed that under the stimulation 

conditions used, bPAC was operating at maximum capacity. Thus duration of illumination was the 

only variable determining the extent of cAMP exposure in optogenetically stimulated cells. 
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In summary, the kinetics of elevated cAMP in response to optogenetic stimulation resemble a 

square wave function with a short and brief cAMP burst, whilst those in response to 

pharmacological stimulation correspond to a gradual exponential decay with a more a tonic effect 

of cAMP exposure. 

 

4.2 Baseline cAMP concentrations 

An important point concerns the baseline enzymatic activity of bPAC in non-stimulated cells kept 

in the dark. Despite the level of enzymatic dark activity reported to be very low, it was 

nonetheless sufficient to cause slightly higher cAMP concentrations in cells containing bPAC 

compared to control cells in the original publication271. In the presented work, cAMP levels were 

not found to be significantly different in cells transfected with bPAC and in GFP controls. As a 

caveat, the ELISA used to measure cAMP concentrations was performing at the lower limit of its 

detection range despite the use of an acetylation step designed to improve its sensitivity. More 

than half of the measurements at baseline were outside the region of the standard curve across 

both conditions (bPAC and GFP), meaning there is considerable uncertainty about the true 

baseline cAMP concentrations. Use of a different ELISA kit with greater sensitivity at low cAMP 

concentrations or upscaling the experiment by using more cells are possible solutions to 

circumvent this problem. The evidence for potentially altered baseline cAMP concentrations and 

their implications will be discussed in section 4.8. 

 

4.3 Magnitude and kinetics of Period gene transcriptional changes in non-synchronised cells 

In non-synchronised cells, a rise in intracellular cAMP concentrations led to a significant 

upregulation of Per1, both in optogenetically as well as pharmacologically stimulated cells. This is 

in agreement with a wide body of evidence demonstrating the connection between the cAMP-

PKA-CREB pathway and Per1 expression (cf. sections 1.6 and 1.16). 

The magnitude of Per1 induction was relatively modest, with increases of approximately 40% and 

70% for optogenetic and pharmacological stimulation respectively. This is lower than could have 

been expected from previous publications: for example, stimulation of rat fibroblasts with 10 µM 

forskolin (i.e., the identical concentration used for these experiments) elicits an 8-fold increase in 

rPer1 expression after 1 h284. In the SCN of mice exposed to a 30 min light pulse  
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mPer1 transcripts increase around 5-fold171,172. With 10 µM forskolin a standard concentration 

used in many other published reports, a lack of intracellular cAMP and a resulting low 

transcription rate does not seem to be a likely cause for these results. A possible explanation 

could be an insufficient temporal resolution: Per1 rises quickly but transiently in response to 

stimuli, with peak mRNA levels usually measured 60 – 90 min afterwards13,171,172,284. Thus it is 

possible that the peak of Per1 transcripts is to be found between 1 h and 2h after stimulation, the 

time points investigated in the displayed time profile. One option to close this diagnostic blind 

spot would be to increase the frequency of sampling, e.g. by adding a 90-min time point to the 

time profile. A more elegant alternative would be the real-time monitoring of Per1 transcription 

by a Per1 promoter-driven luciferase reporter, similar to the Bmal1-Luc construct used in the 

experiments investigating circadian rhythms. Both a hPer1-Luc plasmid as well as a transgenic rat 

line harbouring such a construct have been created275,301. Indeed, experiments with a putative 

hPer1-Luc plasmid co-transfected with bPAC were carried out as part of the presented work, but 

were aborted due to doubts about the plasmid’s identity as judged by functional behaviour and 

sequence analysis (data not shown). Whether an improved temporal resolution would have 

yielded higher measurable Per1 transcript levels remains speculative, however, since 2 h as the 

time point of maximum Per1 transcription after stimulation as reported here falls close to the 

published range. A further point to consider is that different cell lines can display slightly different 

Per1 induction kinetics. For example in a glioblastoma cell line, hPer1 induction as reported by a 

hPer1-Luc construct does not peak until 4 h after pharmacological stimulation302. Importantly, the 

role of phase as a chief contributor to the magnitude of Per1 induction has to be considered as 

well. Since Per1 is only upregulated in a phase-restricted manner during the subjective “night”, 

statistically around half of the non-synchronised cells would have been stimulated at a phase 

when Per1 was not inducible. This seems the most likely explanation for the modest Per1 

induction observed. 

Comparing the magnitude and kinetics of Per1 induction between the modes of stimulation, two 

key findings stand out: firstly, Per1 transcription in optogenetically stimulated cells was transient. 

Only at the 2 h time point was the Per1 transcript significantly elevated compared to control cells. 

In pharmacologically treated cells, Per1 transcription remained significantly elevated until 4 h 

after stimulation. These contrasting kinetics likely reflect the exposure time to elevated cAMP 

concentrations of the stimulated cells as discussed in section 4.1: optogenetic stimulation led to a 

temporally limited cAMP burst and thus only a transient Per1 upregulation, whilst forskolin was 

able to stimulate over a longer time and elicited a persistent Per1 upregulation. 
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Alternatives to this persistent stimulation exist: if forskolin is washed out by a medium change 2 h 

after administration, Per1 transcription returns to baseline levels by 4 h after stimulation284. No 

circadian disruption in connection with the medium change is reported in the quoted publication, 

however the medium used was serum-free. A similar strategy was not deemed feasible 

particularly for the plate reader experiments (i) due to the disruption associated with removal of 

plates from their equilibrated conditions and (ii) due to questions about long term viability of cells 

grown in serum-free medium. 

Secondly Per1 transcription in optogenetically stimulated cells was lower 2 h after stimulation 

compared to that observed in pharmacologically stimulated cells. Considering that the cAMP 

concentration in cell lysates of optogenetically stimulated cells was about 3-fold higher than after 

stimulation with forskolin, this is a surprising finding. Peak Per1 transcription would be expected 

to correlate with cAMP concentration and be unaffected by duration of cAMP elevation. If 

anything, Per1 transcription should thus have been higher in optogenetically stimulated cells. A 

possible explanation for this discrepancy could be a difference in the number of viable cells, 

despite all wells being seeded with the same number of cells to begin with, regardless of their 

destined stimulation condition. In this case cells transfected with bPAC would transcribe more 

Per1 mRNA on a single-cell level but the overall amount of mRNA across all cells would be lower, 

as cells transfected with GFP would be more numerous. Whether this hypothesis holds true 

requires further analysis, e.g. using a live-dead stain. 

Considering Per2, the time profile showed no evidence for an induction in response to elevated 

cAMP in non-synchronised cells. Putting this finding into context with how Per2 responds to 

stimuli in other reports, several points stand out: Per2 is inducible by a serum shock in rat 

fibroblast, however fails to respond acutely to treatment with forskolin or other pharmacological 

substances, similarly as observed here13,282,284. This is in contrast to how the gene behaves in the 

SCN in response to a light pulse, where it is upregulated during the early but not the late 

subjective night84–86,171. The kinetics of upregulation differ slightly from those seen for Per1, since 

Per2 mRNA peaks later (ca. 2-3 h) after a light pulse. This leads to the question why Per2 is 

inducible in the SCN but not in cell culture of peripheral cells. A possible explanation lies in the 

phase dependence of Per2 inducibility, a characteristic seen in the SCN. The argument would run 

that the “non-synchronised” cells used in the experiment displayed residual synchrony, possibly 

as a result of the final medium change before the experiment was commenced13. If by chance the 

experiment was then carried out at the wrong phase (i.e. subjective “daytime” or “late night”) a 

lack of Per2 induction would be entirely expected. 
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A further point to consider is that differences may exist in the transcriptional control of clock 

genes in the SCN and in peripheral oscillators. In the SCN the central role of CREB in acutely 

mediating transcription in response to a light pulse has been extensively studied (see section 1.6). 

Similarly, the CRE in the Per2 promoter has been demonstrated to be fully functional in non-SCN 

cells223. However, stimulation via the cAMP-PKA-CREB-pathway has diverging effects on Per2 

transcription in different cell models: for example, in murine chondrocytes stimulated with 

parathyroid hormone, mPer2 induction depends on PKA and CRE303. On the other hand in human 

choriocarcinoma cells the hPer2 promoter containing a functional CRE is not activated after 

treatment with forskolin223. This suggests that the Per2 promoter displays tissue or signal-specific 

sensitivity to the cAMP-PKA-CREB-pathway. Section 1.9 describes how the Per1 promoter can 

serve as an integrator of different clock input signals. Similar processes at the level of CREB or at 

the promoter level, e.g. due to additional response elements, are likely to govern the overall 

responsiveness of the Per2 promoter to stimuli. This seems the most plausible explanation for the 

lack of Per2 induction observed. A factor not deemed relevant for the lack of Per2 induction was 

an insufficiently long observation time: the constructed 4 h time profile was comfortably long 

enough to capture a delayed induction of Per2, if there had been one to be observed. 

 

4.4 Manipulation of circadian rhythms: effects on period and phase  

Optogenetically or pharmacologically stimulated U2OS Bmal1-Luc cells displayed a clear phase 

response curve: at peak Bmal1 transcription (corresponding to the late night) stimulation led to 

phase advances, at nadir Bmal1 transcription (corresponding to the early night) stimulation led to 

phase delays, and at the halfway point in between no clear effect on phase was discernible. The 

shape of this phase response curve was exactly as anticipated from previous studies in both cells, 

tissue explants and organisms and has been established since the 1970-ies125. This validates the 

experimental set-up and methodology used. 

The absolute magnitude of the phase shifts was of the same order of magnitude to those 

reported in previous publications investigating phase shifts in vitro: for example, rat SCN slices are 

phase advanced by 4-6 h when treated with cAMP/cGMP and by 3.5 h when treated with 

glutamate161,276,304, mouse fibroblasts treated with a GRE-binding zinc finger protein are phase 

advanced or delayed by 1 h286, whilst rat fibroblasts optogenetically stimulated by a light-sensitive 

Gαs-protein coupled receptor are phase advanced or delayed by 6-8 h depending on the phase of 

stimulation287.  
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A general observation to be made was the large inter-well and inter-experimental variability of 

the results. This accounts for the lack of statistical significance of the phase delays with the 

exception of the cells treated with dexamethasone. The large variability raises doubts about 

reproducibility and generalisability to other settings – not every experimental set-up will be able 

to compensate variability through the use of many replicates as was done here. Optimisation of 

the stimulation procedure will thus be required in order to extend the use of bPAC to other 

systems. 

An interesting and unexpected observation was that the stimulation procedure caused a uniform 

lengthening of the phase of around 2-3 h regardless of the stimulation condition and regardless of 

the phase at stimulation. The cause of this period lengthening is not entirely clear. Since neither 

optogenetic stimulation nor pharmacological stimulation with forskolin or dexamethasone elicited 

significantly altered period responses to those seen in non-stimulated cells the effect does not 

seem to relate to elevated cAMP concentrations and its downstream signaling cascade/CRE-

driven transcription, and not to increased Period transcription via glucocorticoid response 

elements. A possible explanation involves a temperature change of the medium during the 

stimulation procedure. Temperature rhythms are known to be able to sustain and reset circadian 

rhythms in peripheral oscillators28,69. A molecular link between temperature and the circadian 

clock is established for both transcriptional and posttranscriptional mechanisms: 

On a transcriptional level, heat-shock factor 1 (HSF1) has been demonstrated to be a circadian 

transcription factor capable of controlling the expression of Per2 and of synchronising circadian 

rhythms in peripheral oscillators via heat shock elements (HSEs) in the Per2 promoter305–307. 

Furthermore mice which are deficient in Hsf1 are observed to have longer circadian periods than 

their wildtype controls, whilst the inhibition of HSF1-driven transcription also lengthens circadian 

periods. This suggests not only an adaptive but a constituent role of the heat-shock pathway in 

the circadian clockwork28,305. The argument would therefore be that a temperature drop of the 

cell medium led to a decrease in HSF1-driven transcription and thus a longer period. 

On a post-transcriptional level, circadian oscillations are influenced by cold-inducible RNA-binding 

protein (CIRP). CIRP expression levels increase with lower temperature and it binds to mRNA of 

circadian genes, most importantly Clock
308. CIRP stabilises Clock mRNA and leads to an increased 

cytosolic fraction of the transcript, where it is translated into the CLOCK protein. Conversely in 

CIRP-depleted cells, cytosolic CLOCK levels decrease. Interestingly, Clock knockout mice (Clock
-/-) 

display shorter periods than their wildtype counterparts, hence a possible link between lower 

temperatures and lengthened periods is the level of CLOCK expression309.  
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The previous considerations would be consistent with a temperature drop of the cell culture 

during the stimulation procedure. This is of interest since most light sources emit heat energy as a 

by-product. On balance though, heat dissipation to the surroundings appear to dominate, calling 

for improved temperature control during the stimulation procedure. 

Lastly, given the important role of PER and CRY stability in setting the pace of the TTL, one might 

speculate that the stimulation procedure affected the TTL at this molecular level, e.g. by delayed 

degradation of the proteins (cf. section 1.3). Further experiments with an optimised stimulation 

procedure with regard to temperature control are required in order to determine the exact cause 

of the lengthened periods. 

 

4.5 Phase response curves: critical appraisal of methodology of construction  

In the present study, two differing methods were used to analyse the phase response resulting 

from optogenetic or pharmacological stimulation. Both relied on the comparison of pre- and post-

stimulation signals from the same well, thus yielding a phase response for each individual well. In 

order to put this phase response into context, the phase response relative to the mean phase 

response of the appropriate control condition was calculated. To avoid confusion, a 

terminological distinction between phase changes (/2π) and phase shifts (/h) was introduced. 

The first method relied on extrapolating the post-stimulation signal backwards to the stimulation 

time point and to determine the change in phase between pre- and post-stimulation signal at this 

time point. An advantage of this method is that no correction for post-stimulation wavelength 

changes was necessary. It assumes an instant phase change upon stimulation which remains 

constant afterwards. 

The second method relied on extrapolating the pre-stimulation signal beyond the stimulation 

time point and to determine the time difference between expected and observed defined phase 

points (nadirs or peaks of oscillation). A similar method has been described previously287. Due to 

the observed post-stimulation wavelength changes an extra calculation step was necessary to 

adjust the obtained phase shifts to the wavelength change of the individual well. One could argue 

that this correction renders the calculated phase shifts artificial and prone to error. Despite their 

differences, the two methods yielded remarkably consistent results. The phase response diagrams 

for phase changes (/2π, Fig. 3.7) and phase shifts (/h, Fig. 3.10) are virtually superimposable, 

underlining their respective validity.  
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A third possible method to interpret the data would have been the direct comparison of the post-

stimulation signal of stimulated cells with those of the appropriate control cells, as used in other 

publications286. A considerable advantage of this method is the easy graphic demonstration of 

phase shifts. However, it was deemed unfeasible in the current experimental set-up for several 

reasons: firstly, even amongst the 6 wells on a plate receiving the same stimulation condition 

significant differences in period, phase, and post-stimulation wavelength change could be 

apparent. Thus no clear control curve exists. Secondly, comparisons between stimulated cells and 

control cells are only possible if these display the same wavelengths before and after stimulation 

as well as the identical phase at stimulation. These parameters vary between cells in different 

wells, hence a direct comparison of curves renders the resulting data meaningless as the inter-

well differences are not controlled for. 

In summary, whilst the methods used for the present analysis had their drawbacks, their key 

strength was that they account for inter-well variability. 

 

4.6 Magnitude and kinetics of Period gene transcriptional changes in synchronised cells 

In non-synchronised cells, optogenetic and pharmacological stimulation caused a significant 

upregulation of Per1 (Fig. 3.3). Since Per1 induction is thought to be a critical step in mediating 

phase shifts, its expression was also analysed in synchronised U2OS cells, the paradigm used in 

the construction of the phase response curve. Stimulation was carried out at the phase of peak 

Bmal1 (i.e. nadir Per1) expression, which physiologically corresponds to the late night. At this 

phase, the largest phase responses in the form of phase advances were apparent in stimulated 

U2OS Bmal1-Luc cells (Fig. 3.7 and Fig. 3.10). Furthermore, evidence for the role of Per1 in 

mediating phase advances is strongest (cf. section 1.6). 

It thus came as a surprise that optogenetic stimulation failed to elicit a robust Per1 response in 

synchronised cells. Per1 expression was numerically upregulated (Fig. 3.11), but this failed to 

reach statistical significance. In contrast, control cells that had been stimulated with forskolin 

displayed a highly significant Per1 induction, which was numerically larger than that observed in 

non-synchronised cells (+130% vs. +70%, see. Fig. 3.11 and Fig. 3.3). Inspection of the Per1 

response 2 h after stimulation showed that the same pattern was also evident in optogenetically 

stimulated cells (+55% in synchronised cells vs. +38% in non-synchronised cells). 
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Two factors contribute to the lack of statistical significance: firstly that the Per1 expression in 

synchronised GFP control cells was larger than expected, and secondly that the variance in the 

Per1 response of optogenetically stimulated cells was higher. The latter is caused in part by data 

from the Per1 time profile (Fig. 3.12), where there was hardly any Per1 upregulation seen, 

contributing to the data in Fig. 3.11. One could therefore argue that the variability of the 

effectiveness of optogenetic stimulation is a chief factor accounting for the lack of significance. A 

possible reason could be varying transfection efficiencies across the different experimental 

repeats. 

A further point to consider is that in synchronised cells there might have been residual 

dexamethasone concentration and activity. The synchronisation procedure comprised a 2 h 

exposure to dexamethasone followed by a medium change. Since dexamethasone is lipophilic it 

diffuses into the cells, where it acts by binding to the GRE with high affinity. It is therefore 

questionable how much dexamethasone was removed by changing the medium. In this case, 

residual dexamethasone binding to the GRE in the Per1 promoter would mean that baseline 

expression prior to stimulation was elevated, limiting additional Per1 induction via the promoter’s 

CRE. Whilst this hypothesis would account for the lack of Per1 induction by optogenetic 

stimulation, it would not explain why forskolin elicited such a strong upregulation. 

A final important point to consider regarding Per1 is that the possibility has to be taken into 

account that the phase shifts observed were not in fact mediated by Per1, despite the evidence in 

the literature arguing to the contrary. Several strategies to interrogate the role of Per1 are 

thinkable: it would be interesting whether changes on the protein level are detectable, i.e. 

whether PER1 concentration rises in response to optogenetic stimulation. The time point of 

measurement would have to be later though, as PER1 peaks around 2-3 h after Per1
174.Equally it 

would be possible to investigate whether the phase shifts observed can be blocked by interfering 

with Per1 transcription or translation, e.g. by the application of antisense oligodeoxynucleotides 

or short interfering RNA (siRNA)218. Finally, as argued for in section 4.3, the use of a Per1-

Luciferase construct (either as a plasmid or expressed in a cell line) would shed light on the acute 

behaviour of the gene in real-time275. 

When considering Per2 in synchronised cells, it stands out that an upregulation observed was 

quite late (after 4 h). Even accounting for a delayed induction compared to Per1, this appears to 

be too late to conceivably display the behaviour of an immediate early gene which is directly 

induced by stimulation.   
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Furthermore, at the phase of stimulation (corresponding to the early morning) there is no 

convincing data suggesting Per2 induction or a role in mediating phase shifts (cf. section 1.6). 

What seems most likely is that the effect observed was secondary to processes instigated prior, 

e.g. de novo produced transcription factors (like cFOS) acting on the Per2 promoter. This 

hypothesis could be checked by blocking translation (e.g. through the application of 

cycloheximide) and repeating the experiment. Of greater interest would be to repeat the 

experiment at a phase where Per1 transcription is high, corresponding to the early night. At this 

phase, the evidence for Per2 induction is much stronger, although a potential dissociation 

between effects seen on the mRNA and protein level should be considered as a result of 

posttranslational modifications. In summary, further work is required to ascertain the behaviour 

of Per2 in response to optogenetic stimulation and its potential role in mediating phase shifts. 

 

4.7 cFos transcriptional changes as evidence for unspecific activation 

In order to ascertain whether any transcriptional changes in response to optogenetic stimulation 

could be observed, a time profile of the immediate early gene cFos was assembled. Fast, strong 

and transient induction of cFos was observed in both stimulated and non-stimulated cells. Since 

cFos transcripts increase more rapidly (on the scale of 10 min, peaking after 30 min) in response 

to a stimulus than measurable with the used temporal resolution, it is likely the real peak of cFos 

was even higher84,168. There was no discernible difference between the stimulation conditions 

(with the caveat of the mentioned low temporal resolution), meaning the upregulation seen 

appears to stem from the procedure itself associated with stimulation. This involved the 

temporary removal of cell culture plates from an incubator or plate reader where they had been 

allowed to equilibrate with respect to temperature and atmosphere. After 15 min of illumination, 

and a further 5-15 min of administering the pharmacological stimulators as required, the cells 

were returned to their original location. Similarly as discussed in section 4.4, a change in 

temperature is a likely candidate driving the observed transcriptional changes310,311, others being 

altered partial pressures of dissolved gases, pH of the cell culture or vibrations/motion. cFos in 

this case served as a marker gene for transcriptional changes that were unspecific to the 

individual stimulation condition and reflected disturbances during the stimulation procedure 

uncontrolled for. The late cFos upregulation component observed in both pharmacologically and 

optogenetically stimulated cells is of uncertain origin – a possible explanation could be that the 

rise reflects circadian oscillations triggered by stimulation.  
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In sections of the SCN, cFos transcription and expression is rhythmic, but little is known about 

rhythmicity in non-SCN cells312. Of note baseline cFos expression was elevated in cells containing 

bPAC compared to control cells. This suggests an adenylyl cyclase “dark” activity leading to 

relevantly elevated (but unmeasured) baseline cAMP concentrations, as will be discussed in the 

next section. 

 

4.8 Effects of bPAC on baseline physiology 

One of the reasons why bPAC was chosen for this study is its low enzymatic activity in the dark, 

since raised baseline cAMP concentrations might affect cellular physiology. In the current study, 

evidence for altered physiology is mixed: 

Concerning transcriptional levels, baseline expression of clocks genes was not found to differ from 

controls, yet expression of cFos was significantly higher both in non-synchronised and 

synchronised cells. This observation is significant because cAMP exerts control on transcription via 

the PKA-CREB-pathway, and CREB-driven transcription controls a host of cellular processes 

besides the circadian cycle, e.g. cellular metabolism, neurotransmitter release, or neuronal 

differentiation313. It is therefore not surprising that several thousands of occupied CREB-binding 

sites close to promoters exist in diverse mammalian cell lines314. Further complexity arises as 

many CREB targets (such as cFos) are themselves transcription factors regulating other genes315. 

Therefore raised baseline cAMP concentrations due to the incorporation of bPAC could lead to 

wide-ranging and inadvertent physiological side effects, particularly if used in neuronal or 

endocrine cells. On the other hand a multitude of signaling pathways converge on CREB, the 

cAMP-PKA-cascade being just one of them316. Indeed the number of cAMP-responsive genes in a 

given cell line is considerably smaller (< 100) than the number of occupied CREB-binding sites. 

Furthermore, the profiles of inducible genes are highly tissue-specific as a result of tissue-specific 

CREB-binding and activation of further regulatory partners such as CBP, meaning different cell 

lines might be affected by altered baseline cAMP levels to a different degree314,317. Evidence from 

other publications using bPAC suggests that whether or not baseline cAMP concentration and 

cellular function is altered varies from study to study, meaning careful reassessment in each new 

experimental set-up is necessary271,318–321. 
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Concerning key circadian parameters, period was not altered, whilst amplitude of circadian 

oscillations was lower in cells containing bPAC. The latter observation would be in agreement with 

chronically raised cAMP levels, however in such a case a shorter period should be observable279. 

This is not the case, arguing against cAMP levels raised significantly enough to alter circadian 

physiology. A possible explanation for the observed lower amplitude in oscillations might simply 

be fewer viable cells after transfection with bPAC and thus less luciferase activity, although this 

hypothesis was not tested by a live-dead stain. 

On balance, it is reassuring that baseline expression of the clock genes and circadian period 

appeared to be unaffected by the presence of bPAC, indicating that overall circadian function of 

the cell model was unimpaired. This argues for baseline cAMP levels that, even if they might have 

been slightly raised, did not cross a physiologically relevant threshold for circadian processes. 

Should this problem arise in future investigations or in other cell models, a possible solution 

would be the use of a weaker promoter than the CMV promoter used here, yielding a lower bPAC 

expression. Alternatively it would be interesting to investigate whether intracellular spatial 

targeting of cAMP can reduce the side-effects of elevated baseline cAMP expression322. 

 

4.9 Modes of delivery of bPAC 

In this study, it was chosen to deliver bPAC DNA to the cell model via transient transfection with a 

modified commercially available adeno-associated virus packaging plasmid containing the cloned 

bPAC DNA. The primary advantages of this method are its simplicity and its swiftness. A 

disadvantage is the dilution of plasmid DNA over time as transfected cells divide. This, together 

with suboptimal transfection efficiencies or plasmid degradation, means that bPAC DNA load 

might decrease to the extent that exposure to light would only lead to small increases in 

intracellular cAMP and thus dampened effects on transcription or other cellular processes. 

For example, in the experiments investigating optogenetically induced phase shifts a time delay of 

up to 5 days between transfection and stimulation occurred. The high variability of results and the 

lack of statistical significance for cells transfected with bPAC, both in the experiments 

investigating clock gene expression as well as in those investigating the phase response, might be 

a direct consequence of insufficient bPAC DNA load. Alternatives to transient transfection exist, 

and going forwards from this study the next step for cell culture experiments would be the 

creation of a cell line stably expression bPAC, such as to circumvent the issue of uncertainty or 
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fluctuations in DNA quantity. For tissue culture or in vivo experiments use of a viral vector such as 

an adeno-associated viruses321 or a lentivirus might be more feasible. Again, permanent 

expression by construction of transgenes would be preferable272,318, aiming for tissue-specific 

expression in higher organisms by the use of tissue-specific promoters273,319,320. 

 

4.10 Optogenetic manipulation strategies of circadian rhythms 

Few studies of optogenetically manipulated circadian rhythms have been reported: the one most 

closely resembling the presented work involved an optogenetically stimulated Gαs-protein coupled 

receptor, also utilising the cAMP second messenger pathway to elicit changes in transcription and 

rhythmicity287. The phase response curve resembles the one constructed here, with similar orders 

of magnitude of the phase shifts observed. No survey of Per1 transcription was carried out, 

however the authors report an upregulation of Per2 (ca. +50%) and Cry2 (ca. +120%) after 2 h of 

illumination at subjective dawn. Whilst the phase response curve is easily reconcilable with the 

data presented here, the transcriptional data is in disagreement. Particularly, at the reported time 

point no convincing evidence for the involvement of Per2 in phase shifting exists. 

Using a transgenic mouse model harbouring a SCN-directed channelrhodopsin as well as the 

PER2::LUC fusion protein, optogenetic manipulation of SCN neuron firing rates yielded phase 

responses in vitro and in vivo closely resembling those to light288. One can speculate whether 

delivery of bPAC to SCN neurons would have similar effects – limits could be posed by increased 

baseline cAMP concentrations, since cAMP has been described as a key constituent of the 

circadian clockwork279. Whether bPAC displays fast enough decay kinetics for the level of 

temporal control required in neurons would remain to be seen as well271. 

Whilst both an ion channel-based and a second messenger-based strategy for optogenetic control 

of circadian rhythms have been published, an intriguing angle of manipulation has thus far not 

been attempted or reported, namely the direct optogenetic control of the Period genes267,268. The 

advantage of this strategy would be that no unintended side effects of upstream signaling 

cascades would arise. Furthermore, it would allow for the precise dissection of the individual roles 

that upregulation of the two genes assume in causing phase shifts. Such an approach could help 

clarify a longstanding gap in knowledge in circadian physiology. 
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4.11 Limitations, critical appraisal and outlook 

Several limitations of the experimental set up and manipulation strategies have been discussed in 

the previous sections, the most important being: 

- the transient transfection method used to deliver bPAC is associated with varying DNA 

load between cells and over time, contributing to large variability of data obtained 

- the stimulation strategy utilised the second messenger cAMP, which has pleiotropic 

effects, opening the possibility for off-target effects of stimulation which could potentially 

lead to wrong assumptions of causality 

- the low but existent dark activity of bPAC potentially elevated baseline cAMP levels, 

which could potentially alter baseline intracellular physiology 

- the stimulation procedure provided insufficient control of external conditions, most 

importantly temperature 

- overall, the large variability of data raises doubts about reliability 

Future work should thus focus on (i) experimental set ups in which bPAC is stably expressed to 

reduce inter- and intra-experimental variability, and (ii) improving the stimulation procedure, e.g. 

by stimulating using modern programmable LED-arrays323 and ideally by engineering an 

illumination solution which circumvents the need for removal of cells from their incubator. If 

these challenges are overcome, selective delivery of bPAC and thus selective stimulation could for 

example be used to interrogate clock communication between different cell types residing within 

an organ or tissue, e.g. between astrocytes and neurons in the SCN or between the cells in the 

adrenal medulla and cortex324–326. It has to be kept in mind however, that for some experimental 

questions or in some set ups an optogenetic approach might fail or be unfeasible, e.g. due to 

complex illumination requirements, technical problems such as light scattering limiting spatial 

resolution, or when prolonged stimulation is desired. A chemogenetic approach should be 

considered in these cases, whereby an engineered receptor, e.g. a G-protein coupled receptor, is 

exclusively responsive to a small molecule ligand327–329. This technique involving so called 

DREADDs (designer receptors exclusively activated by designer drugs), bypasses some of the 

difficulties inherent in optogenetics, which were partly evident in the presented study. 

Nonetheless, the study succeeded in optogenetically manipulating intracellular cAMP levels, clock 

gene transcription and circadian rhythms. Its novelty is underlined by the fact that it is only the 

second in the field utilising a second messenger-based approach to control circadian rhythms. 
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5 Summary 

The daily light-dark cycle is the dominant rhythm governing most life on this planet, and most 

species have developed circadian clocks with an oscillatory period of ca. 24 h to track daytime. 

The molecular mechanism of circadian clocks in mammals consists of a transcriptional-

translational feedback loop: in the positive arm the protein products of the clock genes Bmal1 and 

Clock act as transcription factors on the clock genes Period and Cryptochrome. The protein 

products of these genes then form the negative arm, repressing Bmal1 and Clock’s transactivatory 

potential. Both in vitro and in vivo circadian clock rhythms are phase reset by diverse stimuli 

eliciting transcriptional changes in the Period genes following activation of the cAMP-PKA-CREB 

signaling cascade. 

This study used an optogenetic approach involving the light-sensitive adenylyl cyclase bPAC from 

the marine and freshwater-dwelling bacterium Beggiatoa to manipulate circadian rhythms in 

human cell culture. For this purpose bPAC was cloned into a plasmid and delivered to cells by 

transient transfection. bPAC expressing cells were found to have an unaltered circadian 

phenotype. Upon illumination, a rapid increase in intracellular cAMP levels was observed. 

Furthermore, illumination caused phase-dependent delays and advances of cellular circadian 

rhythms. On a transcriptional level, the clock gene Per1 was significantly upregulated in non-

synchronised cells, whilst this upregulation was not significant in synchronised cells.  

Limitations of the presented experiments include the large variability of data as well as a 

stimulation procedure providing insufficient control of external conditions. Lengthened circadian 

periods and unspecific transcriptional activation after illumination are likely to result from 

temperature fluctuations during the stimulation procedure. A further limitation of the used 

approach is the potential for altered baseline physiology due to elevated cAMP concentrations in 

cells expressing bPAC, since cAMP is a second messenger with pleiotropic effects. 

Future work should thus focus on experimental set ups in which bPAC is stably expressed to 

reduce inter- and intra-experimental variability and to improve the stimulation procedure. Both 

are prerequisites for application of the technique in tissue culture or in vivo. Overall, the study 

succeeded in optogenetically manipulating intracellular cAMP levels, circadian gene transcription 

and circadian rhythms. 
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