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Z'USAMMENFASSUNG

Die Entwicklung des Milstein Verfahrens war ein grofler Fortschritt in der Approximation von
Losungen stochastischer (gewohnlicher) Differentialgleichungen. Dessen Konvergenz wurde um-
fassend untersucht und ist von starker Ordnung eins. Kaum analysiert wurde im Gegensatz
dazu die Konvergenz des Milstein Verfahrens fiir stochastische retardierte Differentialgleichun-
gen. Dessen numerische Analyse ist wesentlich schwieriger als im Falle von stochastischen
gewohnlichen Differentialgleichungen und ist der Schwerpunkt dieser Arbeit.

Bislang wurde die Konvergenz lediglich im quadratischen Mittel unter starken Voraussetzungen
an die Differentialgleichungen betrachtet. In der vorliegenden Arbeit wird gezeigt, dass das Mil-
stein Verfahren mit Ordnung eins in LP fir beliebige p € [1, oo[ sowie pfadweise mit Ordnung
1 — ¢ fiir beliebige € > 0 konvergiert. Die Voraussetzungen an die Koeffizienten der Differential-
gleichungen konnten dabei abgeschwéacht und stochastische Prozesse als Anfangsbedingungen
beriicksichtigt werden.

Dariiber hinaus liegt ein besonderer Fokus auf der effizienten Approximation iterierter sto-
chastischer Integrale, die im Milstein Verfahren im Falle von nichtkommutativem Rauschen
auftreten. In dieser Arbeit werden verschiedene Algorithmen vorgestellt und ihre Konvergenz
in LP fiir beliebige p € [2, 00[ analysiert. Bislang wurde in der Literatur lediglich die Konver-
genz in L? betrachtet. Mit den hier prisentierten stirkeren Konvergenzaussagen ergibt sich
die Konvergenz des Milstein Verfahrens, das auf Approximationen der iterierten stochastischen
Integralen basiert, in LP fiir beliebige p € [2, oo[ sowie pfadweise. Die Rechenkomplexitéit wird
dabei im Vergleich zu dem Ergebnis von Hu, Mohammed und Yan (Ann. Probab., 32(1A):265—
314, 2004. DOI: 10.1214/a0p/1078415836) deutlich verbessert. Zwei der hier vorgestellten Al-
gorithmen zur Approximation von iterierten stochastischen Integralen reduzieren aufferdem den
Rechenaufwand gegeniiber dem von Wiktorsson vorgestellten Algorithmus (Ann. Appl. Probab.,
11(2):470-487, 2001. DOI: 10.1214/a0ap/1015345301) erheblich.

Abschlielend werden einige numerische Simulationen prasentiert, um die zuvor beschriebenen
theoretischen Ergebnisse zur Konvergenz des Milstein Verfahrens zu veranschaulichen. Dabei
werden insbesondere nichtlineare stochastische retardierte Differentialgleichungen mit mehrdi-
mensionalem und kommutativem Rauschen betrachtet. Deren analytischen Lésungen werden
in dieser Arbeit erstmals exakt und fehlerfrei simuliert.
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ABSTRACT

The development of the Milstein scheme was a great advance in the approximation of solutions
of stochastic (ordinary) differential equations. Its convergence has been extensively studied and
is of strong order one. In contrast, the convergence of the Milstein scheme for stochastic delay
differential equations has hardly been analyzed. Its numerical analysis is much more difficult
than in the case of stochastic ordinary differential equations and is the focus of this thesis.

So far, the convergence has only been considered in the quadratic mean under strong assump-
tions regarding the differential equations. In this thesis, we prove that the Milstein scheme
converges with order one in LP for arbitrary p € [1,00[ and with order 1 — ¢ in the pathwise
sense for arbitrary € > 0. Here, the assumptions on the coefficients of the differential equations
are weakened and stochastic processes are considered as initial conditions.

Furthermore, a special focus is on the efficient approximation of iterated stochastic integrals
that occur in the Milstein scheme in case of noncommutative noise. In this thesis, we present
various algorithms and analyze their convergence in LP for arbitrary p € [2,00[. So far, in
the literature, the convergence has been considered in L? only. The stronger findings on the
convergence presented here result in the convergence of the Milstein scheme, which is based
on approximations of the iterated stochastic integrals, in LP for arbitrary p € [2,00] as well
as in the pathwise sense. The computational complexity of the Milstein scheme with approxi-
mated iterated stochastic integrals is significantly improved in comparison to the result by Hu,
Mohammed, and Yan (Ann. Probab., 32(1A):265-314, 2004. DOI: 10.1214/a0p/1078415836).
Moreover, two of the algorithms for the approximation of iterated stochastic integrals pre-
sented here reduce the computational effort substantially compared to the algorithm derived
by Wiktorsson (Ann. Appl. Probab., 11(2):470-487, 2001. DOI: 10.1214/aocap/1015345301).

Finally, numerical simulations are presented in order to illustrate and confirm the theoretical
results on the convergence of the Milstein scheme. Here, we especially consider nonlinear
stochastic delay differential equations with multidimensional and commutative noise. In this
thesis, their analytical solutions are simulated exactly and error-free for the first time.
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INTRODUCTION

The Milstein scheme was a major advancement in the approximation of solutions of stochastic
ordinary differential equations (SODEs). This method was introduced by Milstein in [106], and
it was the first that converges with order O(h) in L? to the SODEs’ solutions as maximum step
size h — 0.

Priorly, Maruyama showed that an Fuler-type scheme converges to the solution of SODEs
in L?, see [101, Theorem 1]. According to [105, p. 4], Gihman and Skorohod were the first
who proved that the convergence of the so-called Euler-Maruyama method is of order O(\/E)
in L?, see [46, pp. 237-241]. Thus, this order of convergence is lower than the one of the
Euler method, introduced by Euler [39, pp. 424-425], in the case of deterministic ordinary
differential equations. There, the Euler method converges with order O(h) as h — 0, cf. [54,
Section 1.7]. This already indicates that randomness in stochastic differential equations (SDEs)
has a large influence on the order of convergence and makes the analysis of numerical methods
more difficult.

Since Milstein’s article [106] in 1975, approximations of solutions of SODEs are extensively
studied. Their convergence is analyzed, among others, in LP for p € [1,00[, and pathwise.
We refer to [41, 77, 78, 105, 125] to name only a selection of references. Recently, numerical
solutions of stochastic partial differential equations (SPDEs) have also been studied relative
comprehensively, see, among others, [11, 13, 25, 69, 71, 89].

In contrast to this, numerical solutions, especially those that converge with a higher order
than O(Vh), of stochastic delay differential equations (SDDEs) have not been analyzed to
the same extent. SDDEs are SDEs whose evolution in time depends on its past history, that
is, coeflicients of an SDDE incorporate, in addition to the current state, discrete information
about prior states of the equation’s solution, cf. [65, 98, 107]. Whereas the convergence of the
Euler-Maruyama scheme for SDDEs is broadly studied, see e.g. [2, 52, 77, 83, 99, 100], there
are only few results on the Milstein scheme or other methods of higher order. Contrary to
what one would expect, the convergence analysis of numerical solutions, that converge with a
higher order than O(v/h), turned out to be substantially more difficult in case of SDDEs in
comparison to SODEs. In this regard, we refer to [60, 80, 137], where the convergence in L? of
the Milstein scheme to the SDDE’s solution is shown. In order to prove the convergence of order
O(h) as h — 0, their numerical analyses are on the one hand based on the Malliavin calculus,
see [60, 137], and on the other, on the differentiation of the SDDE’s solution with respect to
its initial condition, see [80]. Thus, their proofs involve more sophisticated techniques from
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stochastic analysis in comparison to convergence analyses of the Euler-Maruyama scheme for
SDDEs, approximations of SODEs’ solutions, or numerical solutions of SPDEs. In the latter
cases, the proofs of convergence are mainly based on Itd’s calculus, cf. [11, 71, 77, 78, 105].
We see in [60, 80, 137] that the difficulties occurring in the convergence analyses are caused
by the delay in the drift coefficient of the SDDE. In [104, 124], higher order approximations of
solutions of SDDEs are considered. However, the presented numerical schemes are not optimal
in the sense that a scheme of order O(h) contains itself terms of order O(h), for example.

In this thesis, the focus is on the Milstein scheme for SDDEs. As a main result, we prove
in Chapter IV that the Milstein scheme converges to the SDDE’s solution with order O(h)
in LP for p € [1,00] as its maximum step size h — 0. Here, we allow the SDDE to have a
stochastic process as initial condition, consider the supremum over time inside the expectation
of the LP-norm, and postulate less restrictive assumptions on the SDDE’s coefficients than in
[60, 80, 137]. The pathwise convergence subsequently follows as a corollary from the main
result, cf. [2, 41, 77]. Thus, we improve the results obtained in [60, 80, 137] eminently as they
only considered the convergence in L? for SDDEs with deterministic initial conditions.

The Milstein scheme contains iterated stochastic integrals in order to achieve the higher order
of convergence O(h). These stochastic integrals can be simulated by normally distributed incre-
ments of the Wiener process only if the diffusion coefficients do not depend on the prior devel-
opment of the SDDE’s solution and satisfy a so-called commutativity condition, cf. [23]. Thus,
in order to make the Milstein scheme applicable in general, the iterated stochastic integrals in
the Milstein scheme have to be substituted by appropriate approximations. In Chapter V, we
consider various approximations. At first, we prove the convergence in LP of a so-called Fourier
method for nondelayed- and delayed-iterated stochastic integrals. This method was first devel-
oped by Milstein in case of nondelayed-iterated stochastic integrals occurring in the Milstein
scheme for SODEs, see [105], and afterwards extended by Yan to the case of delayed-iterated
stochastic integrals, see [60, 137]. Both only proved the convergence in L?. Moreover, we
improve the computational complexity of the Milstein method for SDDEs with approximated
iterated stochastic integrals compared to the result in [60]. In Chapter V, we further focus
on nondelayed-iterated stochastic integrals in particular. Here, we improve the algorithm that
Wiktorsson developed in [136] and significantly reduce the computational effort. Moreover,
we prove the convergence of our algorithm in LP for arbitrary p € [2,00][, and not just that
it is convergent in L?. Thus, we obtain that the Milstein scheme with approximated iterated
stochastic integrals converges in LP for arbitrary p € [1, co[ and pathwise as well.

In Chapter VI, we present some numerical simulations in order to illustrate and confirm our
theoretical results. In order to compare the approximations obtained by the Euler-Maruyama
scheme and the Milstein scheme, we first derive analytical solutions of SDDEs that can be
simulated error-free. Here, we consider linear SDDEs with additive noise on the one hand, but
also more general SDDEs with multidimensional and commutative noise on the other. These
results make the difficulty and complexity in the exact simulation of analytical solutions clear
and emphasize the demand for efficient numerical methods. To the best of our knowledge, the
presented numerical simulations are the first that compare the Milstein approximations with
the correctly simulated analytical solutions of SDDEs.

Chapter II and Chapter III provide fundamentals for the numerical analysis of SDDEs. We
present the existence and uniqueness of strong solutions for SDDEs and state important prop-
erties of their strong solutions in Chapter II. Further, we derive inequalities for time-discrete
and time-continuous martingales that are similar to the well-known Burkholder inequalities.



However, the here presented inequalities have smaller constants and are therefore highly valu-
able in the analysis of numerical methods for SDEs. Chapter III serves as an introduction to
the Malliavin calculus. Here, we prove a more general chain rule for the Malliavin derivative
and show that solutions of SDDEs with deterministic initial conditions are differentiable in the
sense of Malliavin. These results are used in the numerical analysis of the Milstein scheme in
Chapter IV.

Finally, we conclude this thesis with Chapter VII, where we summarize our several new results
and mention some open problems.

Throughout this thesis, we consider SDEs whose stochastic integrals are defined in the sense of
It6, cf. [63]. We refer to [29] for a result by which SDEs with Stratonovich-stochastic integrals,
cf. [129], can be converted to It6-SDEs.






STOCHASTIC DELAY DIFFERENTIAL EQUATIONS

The SDDEs considered in this thesis as well as the involved spaces and stochastic processes
are introduced in this chapter. Further, in Section I1.2, we depict the well-known Burkholder
inequalities and derive more accurate inequalities of a similar type that are highly valuable for
the analysis of solutions of SDEs and their numerical approximations. The concept of strong
solutions of SDDEs is introduced below. In Section II.3, the existence and uniqueness of such
solutions are shown.

Throughout this thesis, the points in time ty, T € R with ty < T denote the starting point and
the finite time horizon of the evolution of the SDDEs under consideration. Let (2,.%,P) be
a complete probability space with a filtration (%)cy,—r 1) that satisfies the usual condition,
see [75, Definition 1.2.25], and where 7 > 0 is a constant, which is specified later. Further, we
consider an m-dimensional Wiener process W on (£, #, P) with respect to filtration (%), 1]
that is defined similarly to [12, Definition 40.1] and [75, Definition 2.5.1].

Definition II.1 (Wiener Process)

Let m € N and @ be a probability measure on (R™, B(R™)). A measurable stochastic process
W lto, T] x @ — R™ on (Q,.7,P) that is adapted to (Fi)icpy, 1) 5 called (m-dimensional)
Wiener process with respect to filtration (Fi)iet,,r) and with initial distribution Q if

i) P[Wy, € B] = Q[B] for all B € B(R™),
it) the realizations t — Wy are P-almost surely continuous,
ii7) for all s,t € [tg, T] with s < t, the increments W, — Wy are independent of Fs, and

i) for all s,t € [to,T] with s < t, the increments Wy — Wy are N(0, (t — s)I,)-distributed,
that is, they are normally distributed with expectation 0 € R™ and covariance (t — s)Ip,
where I,,, is the identity matriz in R™*".

Evidently, the Wiener process W is adapted to its augmented natural filtration (ﬁtw)te[toﬂ,
which is defined by FYV = c({Ws : s € [to,t]} UN), where N = {4 € Z : P[A] = 0}
is the collection of all P-null sets, see [75, Section 2.7]. Moreover, the process (Bt);c(o,7—t]
with By = Wi+ — Wy, is clearly the standard Wiener process or Brownian motion with
By = 0 P-almost surely. The advantage of the generality of the Wiener process W with initial
distribution () from Definition II.1 is described later.
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As the coefficients of SDDEs incorporate discrete information about the prior development
of their solutions, we have to introduce the time lags that specify these retardations. Define
Tp == 0, and let T; € ]0,00[ be constants for [ € {1,..., D}, where D € Ny is the number of
different positive delays of the SDDE under consideration.

Now, we describe the d-dimensional SDDEs considered in this thesis, where d € N. Let
a, bl : RPX(PH) 5 XD+ he Borel-measurable functions for j € {1,...,m}. Further, con-
sider a measurable stochastic process : [tg — T, tg] X Q — R? that is adapted to the filtration
(Zt)tefto—r,to) and serves as the initial condition, where 7 > max;co,1,... py Tk is arbitrary but
fixed. Then, the d-dimensional SDDE with D delays and initial condition £ is given by

(¢ ift € [tg— T, to],

t
&to +/ a(s,s —Ti,...,8—Tp, Xs, Xs—tys- - Xs—1p)ds

Xt: to
+Y 0 Vis,s— T8 =0, Xy Xenyy oo Xooap ) AWE i £ € ], T,
j=1"%

(IL1)

where the stochastic integral is defined in the sense of It6. We refer to e.g. [21], [75], and [84]
for monographs addressing the stochastic integration. Note that the SDDE (II.1) above simply
reduces to an SODE in case of D = 0. Further, the generality of the Wiener process with
initial distribution @) allows us to consider a Wiener process W that actually starts in tg — 7
by choosing Q[B] = PV« [B] = P[Wto € B] for all B € #(R™) in Definition II.1. Then, the
initial condition € can also depend on the Wiener process W and can thus be semimartingale
for example.

Throughout this thesis, we consider strong solutions of the SDDEs (II.1) that are defined as
follows, cf. [75, Definition 5.2.1] in case of SODEs and [98, Definition 5.2.1].

Definition II.2
A measurable stochastic process X : [tg—7, T] xQ — R? is called strong solution of SDDE (I1.1)
with respect to the fived Wiener process W and to initial condition & if

i) (Xt>te[t0—T7T] is adapted to (yt)te[to—‘r,T];
i) (Xt)iejto,) has P-almost surely continuous realizations,

t
iii) | |la(s,s —T1,...,5 —Tp, Xsy Xo—rys -+ s Xs—rp)||
to

m
+ ) IB (5,5 — Ty 5 — T, Xy Xarys oo X)) [P ds < 00
j=1

holds P-almost surely for all t € [to,T],
i) and if equation (I11.1) holds for all t € [tg — 7,T] P-almost surely.

Note that in contrast to definitions of strong solutions in [98, Definition 5.2.1], [107, page 35],
and [109, page 10], our definition does not impose the continuity of the solution on [tg — 7, to].
This will be important later on in Chapter III. As we only consider strong solutions in this
thesis, we may omit the adjective strong from time to time, and a solution of SDDE (II.1)



II.1. On Measurability of Stochastic Processes, Notations, and Spaces

always refers to a strong solution. If we want to emphasize the initial condition £ of a solution
X, we use the notation X¥.

In the following, we give some remarks on the filtration (#;);c[sy—r 7. Instead of considering
filtration (%4).ejt,—r 1), ONE can also use the augmented natural filtration (J4),c(y,—r, 7 defined
by

o o({& s €fto— Tt} UN) if t € [to — 7, t0[ and
YT o(F U{e s e fto—Ttol}) it t € [to, T,
where N' = {A € 7 : P[A] = 0}. Initial condition ¢ is clearly adapted to (J4)icity—r.t)»

therefore, this does not have to be imposed a priori. However, we then have to suppose that &
is independent of o-algebra ¢ = ¥r for all ¢t € [ty — T, to], where

G =0 ({Ws — Wy, : s € [to, 1]} UN) (I1.2)

for ¢ € [to, T]. As filtration (J#)sc[t,—r 1) is more restrictive, we stick to filtration () ejro—r17-
The assumption of the independence of g-algebra ¢ does not have to be imposed because we
presume the existence of the Wiener process, and thus it is fulfilled anyway. Nevertheless,
o-algebra ¢ generated by the normally distributed random variables Wy — Wy, s € [to,T],
plays an important rule in Malliavin’s calculus, see Chapter III.

II.1. On Measurability of Stochastic Processes, Notations, and
Spaces

In order to keep formulas and terms concise, we introduce the following abbreviations. Con-
sidering SDDE (II.1), we define

T(t, Xt) = (t, t—1T1,...,t—1Tp, Xt, Xt—le e )Xt—TD) (113)
for t € [to,T]. Then, SDDE (II.1) can be rewritten to

ft ifte [if()—T,t()}7

X = t m t .
& +/ a(T (s, Xs))ds + E V(T (s, X)) dW! if t € Jto, T
j=1"t

to

in short notation. Further, for the sake of brevity, we write x V y = max{z,y} and z Ay :=
min{z,y} for z,y € R throughout this thesis.

In the following, consider a real separable Hilbert space E with inner product (-,-)r and
norm |-|g. If E = R? for some d € N with d > 1, we neglect the subscript on the norm
and simply write ||| := ||-||ga for the Euclidean norm in R%. In the case of E = R, the notation
|| = ||| is used for the absolute value.

The Banach space of all (equivalence classes of) E-valued random variables on (2, .#,P) with
finite p-mean, p € [1,00][, is denoted by LP(Q; E) = LP((Q,.Z,P); (E,A(F))) and endowed
with the norm

Il 2o ;) = (EIIIIPT) 7,

B =
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where random variables that equal P-almost surely are identified, and E[-] denotes the expec-
tation on (€2,.%,P). In this thesis, equivalence classes and their representatives are however
not distinguished. Thus, Z € LP(Q; E) is referred to as a fixed .%/%(E)-measurable function
instead of an equivalence class.

Let A\ denote the Lebesgue-measure on R, and consider an interval A C [tg — 7,T]. The space
HP(A x O, FE) = HP((A x Q,ZB(A) @ F,\a®P);(E,B(E))) with p € [1,00[ denotes the
space of all (equivalence classes of) E-valued and (%;)ica-progressively measurable processes
Z: A x Q — E with the finite norm

g 1
P
12 o axen) = <E[(/AHZ15||2Edt> D

where indistinguishable processes are identified, cf. [45], [44], [103], [33, p. 274], and [119,
p. 195]. Further, the space SP(A x ; E) = SP((A x Q,B(A) ® F,\a®P);(E,%A(F))) with
p € [1,00[ denotes the space of all (equivalence classes of) E-valued and (:#;)ic a-progressively
measurable processes Z: A x 0 — FE whose realizations are P-almost surely cadlag and the
norm

p
1 Zlsp(axa:E) = <E[SHPHZtH%D
teA

is finite, where indistinguishable processes are identified again, cf. [103], [33, p. 253], [118,
p. 339], and [119, p. 250]. A realization is called cadlag — continue a droite limites & gauche —
if it is right continuous with left-hand limits [32, p. 90]. The letter S of the space SP(A x Q; E)
stands for supremum.

In Section II.3, we show that under certain conditions there exists a strong solution X of
SDDE (I1.1) that belongs to SP([tg — 7, T] x Q;R%), where p € [2, 0o].

For Z € HP(A x Q;FE) or Z € SP(A x Q; E), the process Z again is a fixed representa-
tive. Moreover, the term || Z||g is referred to as the (.%;)iea-progressively measurable process
IZ||g: A x Q — R with (t,w) — || Z¢(w)||E, where | Z|| € HP(A x Q;R) and SP(A x O;R),
respectively.

Consider an integrable and (fft)te[to7T]—progressively measurable process Z, e.g. Z € S?([to, T]x

Q;R). Then, Fubini’s theorem implies that the process ¢t fti) Zsds, t € [to,T], is adapted
to the filtration (%)cy,,r)- In general this is not the case, when we only assume the process
Z to be measurable and adapted, cf. [21, Section 3.2 and Section 3.4] and [72]. Especially in
[21, Example, p. 62], an example of a measurable and adapted process that is not progressively
measurable is provided.

Although not every measurable and (%#;):c 4-adapted stochastic process is (% )ic 4-progressively
measurable, any processes of this kind have an (.%;);c a-progressively measurable modification
[32, Theorem IV.30 on p. 99|, see also [72, Theorem 1]. However, a modification does not
preserve continuity properties of that process in general. But we have the following. If every
realization of an (%#;)ica-adapted and measurable process is right continuous, the process is
(Z+)1ea-progressively measurable, see [32, Theorem IV.15 on p. 89] or [75, Proposition 1.1.13].
However, this is not the case, when only P-almost all realizations are right continuous. Consider
a measurable and ()e[1,,m-adapted stochastic process Z: [to, T] x Q@ — E that has P-almost
surely right continuous realizations. The process Z is (%), r)-Progressively measurable if
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and only if Zlj, = (Zs)selto,q) 18 Z([to,t]) @ F1/PB(E)-measurable for all t € [tg,T]. That
is, for all B € #(F) the preimage Z\[;Ol’ﬂ(B) belongs to #A([to,t]) ® F; for all t € [to, T]. Let
N € .7 be a P-null set such that Z(w) is right continuous for all w € ©\ N. Recall that
probability space (Q2,.%,P) is complete and P-null set N € % for all ¢t € [ty,T]. Thus, we
have [to,t] x N € B([to,t]) ® F¢, and it holds (A @ P)[[to,t] x N| = X[[to, t]]P[N] = 0 for all
t € [to, T]. Consider the preimage Z|[;Ol7t] (B) € A([to, t]) ® F for arbitrary B € A(E), where

Z‘tot]( ) (Z|[;Olt(B)ﬂ([t0,t]XQ\N)) (Z|t0t]( ) ([t07t]XN))

for all t € [tg,T]. The set Z|, o t]( )N ([to,t] X N) can be a subset of a null set in general. But
product-c-algebra %([to, t]) ® 4 is not complete, thus, this set may not belong to A([to,t]) ®
Fi. In general, Z|j, 1 is not HB([to,t]) ® F1/H(E)-measurable, and thus, process Z is not
(Zt)1ejto, T)-Progressively measurable.

A measurable and (.%;).c a-adapted stochastic process Z : Q@ x A — E with P-almost surely right
continuous realizations is however indistinguishable from an (.%;)c 4-progressively measurable
process Z:QOxA—> E. Here, A C [to — 7,T] is still an interval, and F is a real separable
Hilbert space. In order to verify that assertion, let N € .%# with P[IN] = 0 be the null set so that
Z(w) is right continuous for all w € Q\ N. Then, let Z(w) = Z(w) for all w € Q\ N, and set
Zi(w) = 0 for all (t,w) € A x N for example. Such a process Z is clearly indistinguishable from
Z. Since all realizations of Z are right continuous, the process is further (F1)tc a-progressively
measurable, see [32, Theorem IV.15 on p. 89] or [75, Proposition 1.1.13]. The same holds true
when the process Z has P-almost surely left continuous, continuous, or cadlag realizations.

Due to this, (%#;)ica-adapted measurable stochastic processes that have P-almost surely right
continuous realizations, e.g. cadlag processes, can be modified on a P-null set, by preserving
the regularity property of P-almost all realizations, such that they are (.%#;):ca-progressively
measurable and indistinguishable from the originated processes. Throughout this thesis, the
(Z1)tea-adapted measurable processes and its indistinguishable, (.%;);ca-progressively mea-
surable variant are not distinguished because the processes below will only be unique up to
indistinguishability. Hence, without the loss of generality, the (.%;);ca-progressive measurabil-
ity property of such processes can be assumed.

We continue introducing some further notations and spaces. Let C'(A; Rd) denote the space of
continuous functions f: A — R? where e.g. AC Ror A = R(PH) | The latter case is impor-
tant in consideration of the coefficients of SDDE (II.1). Having drift coefficient a = (a, ..., a%)T

and diffusion coefficient v/ = (b%7, ... b%)T for j € {1,...,m} in mind, we consider functions
F=0 L fHT RXPHD) Y iy the following. We denote the partial derivatives of f by
i f = (&Elfl,..., Oy fOT fori € {1,...,d} and I € {0,1,..., D} where 2; = (z},....2{)" €

R?. If the function f and all these partial derivatives exist and are continuous, we write
fed I(RdX(D +1);Rd). If, in addition, the partial derivatives of second order d_; 896% f exist and
k

are continuous for all 4,5 € {1,...,d} and k,I € {0,1,..., D}, we write f € C>(R™(P+1,Rd),
In the assumptions regarding the Milstein scheme, see Section IV.2, we suppose for example
that the spatial partial derivatives up the second order of the coefficients of the SDDE (II.1)
exist and are continuous. That is a(t,t —T1,...,t—Tp,~ ..., ), 0 (t,t—T1,...,t=Tp,~...,") €
C2(RPH). RY) for all t € [tg,T] and j € {1,...,m}. We emphasize that the term 8, f
denotes the partial derivative of f, and the symbol 8:5;- should not be understood as the deriva-
tive operator. That is ﬁx;'f(:vo,xl, ...,xp)g(x) refers to as (8$§f(:r0,:n1, . ,a:D))g(:r), where
g: A— Rand z € A.
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I1.2. On Inequalities for Martingales

In order to estimate martingales in LP(€;R?) or SP([to, T] x Q;R%) for p € [2,00], the time-
discrete and time-continuous Burkholder inequalities provide powerful estimates.

Theorem II.3 (Discrete Burkholder Inequalities, [19])

Let p € [2,00[ and N € N. Consider a discrete martingale (Mp)neo,1,..N} in LP(; RY)
with respect to the filtration (Fy,)neqoa,. Ny, where My, = Y71 o dp with dg = My and dy =
My — My for k€ {1,...,N}. Then, it holds

>l
k=0

HMnHip(Q;Rd) <(p-— 1)2

L5 @QR)

and
2

< p?
LP(4R)

sup [ M|
ve{0,1,...,n}

> lexll?
k=0

for alln €{0,1,...,N}. The constants are best possible.

LE(QR)

Proof. The first inequality is stated in [19, Theorem 3.1]. The second follows from Doob’s
maximal inequality [35, Theorem 3.4 on p. 317] and is stated in [19, Inequality (3.4)], cf.
[20]. O

The inequalities in Theorem I1.3 carry over to time-continuous martingales [19, 34].

Theorem II.4 (Burkholder Inequalities, [19])
Let p € [2,00[, and let f7 € HP([ty,T] x i R?) for j € {1,...,m}. Then, it holds

m t 2 t m
flawy < (p—1)? / £ du
]Z::l to LP(Q;RY) ( ) to ; I7] L% (QR)
and
m . ; ; 2 ) t m e
fidwd <p / 5 du
jzl to SP([to,t]x GRY) to ; H H L5 @Rr)

for all t € [to,T]. The constants are best possible.

Proof. See [19, Inequality (4.1)] for the first inequality. The second inequality then follows from
Doob’s maximal inequality, see e.g. [122, Theorem II.1.7]. O

Usually, the expressions on the right-hand sides of the inequalities in Theorem II.3 and Theo-
rem I1.4 are not needed explicitly. The triangle inequality is often applied to the L3 (©; R)-norms
in order to obtain suitable upper bounds. In the following, we show that for such inequalities
the constants can be reduced in case of p > 2 compared to the constants in Theorem II.3 and
Theorem I1.4.

10
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Theorem II.5 (Discrete Burkholder-type Inequalities)

Let p € [2,00[ and N € N. Consider a discrete martingale (Mp)peco1,. N} in LP(; RY)
with respect to the filtration (Fy,)nefo,1,.., N}, where My = S op—o di with dy = My and dj, =
My — My for k€ {1,...,N}. Then, it holds

n
IMall? gty < (0= 1) DIkl ey (11.4)
k=0
and
sup || My | < [N
ve{0,1,...,n} LP(ShR) p— 1 Pt Lr(Q;R%)

for allm € {0,1,...,N}. The constants are best possible.
Proof. The proof is stated in Section I1.4, see p. 16. O

In 1967, Zakai proved inequality (II.5) of the following theorem in the case of d = m = 1, see
[139, Theorem 1]. Since his paper is older than Burkholder’s, we call, in honor of Zakai, the
inequalities of the following theorem Zakai inequalities.

Theorem II.6 (Zakai Inequalities)
Let p € [2,00[, and let 7 € HP([ty,T] x Q;Rd) for 5 €{1,...,m}. Then, it holds

m t ) ) 2 t m )
S [ riaw; <G-u [ | 0A7) , (1L.5)
j=1"to LP(Q;R?) to Il 521 L2 (R)
and
> [ iaw; < 2 [ISIr) ,  a
j=1 to SP([to,t]XQ;Rd) p— 1 to j=1 L%(Q;R)
for all t € [to,T].
Proof. The proof is stated in Section I1.4, see p. 17. O

The smaller constants in the inequalities of Theorem I1.5 and Theorem I1.6 make the estimates
highly valuable in stochastic analysis and stochastic numerics for example.

I1.3. Strong Solutions

In this section, the existence and uniqueness of a strong solution X of SDDE (II.1) is shown.
We further show that the solution is bounded in SP([ty — 7, T] x ©;R%), Hélder continuous in
time with order % in LP(Q;Rd), and Lipschitz continuous with respect to its initial condition
in SP([tg — 7,7 x Q;Rd). But first, we state some inequalities that are used throughout this
theses.

11



II. Stochastic Delay Differential Equations

Holder’s inequality implies for p € [1, 00| that

N p N
Zci S Np—12|ci|p7 (H.ﬁ)
i=1 i=1
where ¢; € Rand N € N. Moreover, using (¢; —02)2 = c% —2cica —i—c%, we obtain the inequality
1 1
cieg < 50% + ic% (11.7)

for all c1,co € R. Further, the following lemma of Gronwall is frequently used.

Lemma II.7 (Gronwall’s Lemma, [46, Lemma 2.6.1])
Let f: [to,T] — R be Borel-measurable bounded function. Then, given a Borel-measurable
bounded function g: [to,T] — R and a constant C > 0 satisfying

t
f) <gt)+C [ f(s)ds,

to

it holds

F0) <g®)+C [ C9g(s)ds

to

for all t € [to, T].

Throughout this thesis, we impose a global Lipschitz and a linear growth condition on the Borel-
measurable drift coefficient a = (a',...,a%)" and diffusion coefficients b/ = (b7, ... b4)T j €
{1,...,m}, of SDDE (II.1). The SDDE’s coefficients are said to satisfy the global Lipschitz
condition if there exist constants L, Ly > 0 such that

sup |la(t,t —T1,...,t —Tp,zo,T1,...,xp) —a(t,t —T1,...,t —TD,Y0,Y1,---,YD)||
te(to,T)
<L max Ty —
S La mmax D}H |
(I1.8)
and
sup max ||¥(t,t—T1,...,t —Tp,20,Z1,...,2D)
telto,T) I€LL,--,m}
_bj(tat_Tb"'at_TDayﬂvyla"-ayD)H (119)
<Ly max |z —yl
1€{0,1,...,D}
for all z;,y; € R% [ e {0,1,..., D}, as well as the linear growth condition if there exist constants
K,, Kp > 0 such that
1
sup |la(t,t —T1,...,t —Tp, 20, 71,...,2p)|| < Ko  max (1 + ||lzy]?)? (I1.10)

te(to,T] le{0,1,...,D

12
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and

NI

su max ||B(t,t —T1,... .t — TP, 20, T1s.. . T < K max 1+ ||zy?
te[tol?ﬂje{l,...,m}” ¢ b D> 0,81, =D ble{o,l,...,D}( )

(IL11)

for all z; € RY, 1 € {0,1,...,D}.

In [98, Theorem 5.2.2] and [107, Theorem II.2.1] for example, the existence and uniqueness
of strong solutions of stochastic functional differential equations (SFDEs) are proven, also cf.
[65], [119, Theorem V.3.7], and [122, Theorem IX.2.1]. Since SDDEs are a subclass of SFDEs,
the existence and uniqueness of a strong solution of SDDEs follows immediately, see e.g. [98,
Section 5.3]. Thus, the result of Theorem II.8 below is not entirely new, cf. [98, Theorem 5.2.2,
p. 156 and Theorem 5.4.1] and [119, Theorem V.3.7].

Nevertheless, we present a proof of Theorem I1.8 that is similar to the one of [98, Theorem 5.2.2]
but takes the specific SDDE (I1.1) as well as the global Lipschitz and linear growth conditions
from above into account. Moreover, the realizations of the initial condition § € SP([tg — T, o] X
Q;Rd) may only be P-almost surely cadlag and not continuous as in [98, Theorem 5.2.2] and
[107, Theorem II.2.1], also cf. [107, Section VIIL.3]. In addition, stochastic processes are defined
on a product space whereas the processes in [98, 107] are considered to be random variables
with values in the space of continuous functions.

Theorem II.8 (Existence and Uniqueness of Strong Solutions)

Let the Borel-measurable drift a and diffusion v, j € {1,...,m}, of SDDE (I1.1) satisfy the
global Lipschitz and linear growth conditions (I1.8), (I1.9), (I1.10), and (I1.11). Moreover, let
€ € SP([tg — 7, to] x U RY) for some p € [2,00].

Then, there exists a unique (up to indistinguishability) stochastic process X € SP([to — ,T] x
Q:RY), which is the strong solution of It6 SDDE (I1.1) with respect to the Wiener process W
and initial condition &.

Moreover, it holds

2 2 2 Kan/T—t0+ 250/ (17—t
L+ HXHSP([to—T,Tlxﬁ;Rd) <1+ 2HgHSP([to—nto]XQ;Rd))e ( = . (L12)

Proof. The proof is stated in Section I1.4, see p. 18. O

Similarly to the result in [98, Theorem 5.4.3], we obtain the Holder continuity with exponent %
of the solution in LP(2; RY).

Lemma II1.9

Let X be the strong solution of SDDE (11.1) with initial condition &, and let the Borel-measurable
coefficients a,b’, j € {1,...,m}, satisfy the linear growth conditions (11.10) and (I1.11). Fur-
ther, let € € SP([to — 7, to] x Q;RY) for some p € [2,00[. Then, it holds

N

X — XSHLP(Q;]Rd) < (Ka\/T —to+ \/p - le\/TTL) (1 + ”Xng([to_T,T}XQ;Rd)) |t — 5]

for all s, t € [to, T).

13
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Proof. The proof is stated in Section I1.4, see p. 24. O

Moreover, the solution X is, with respect to its initial condition, Lipschitz continuous in SP([to—
7, T] x ;RY), cf. [107, Theorem I1.3.1].

Lemma I1.10
Let the Borel-measurable drift a and diffusion b, j € {1,...,m}, of SDDE (1L.1) satisfy the
global Lipschitz and linear growth conditions (I1.8), (11.9), (I1.10), and (1I.11). Moreover, let
£,¢ € SP([to — 7,to] X G RY) for some p € [2,00[, and let X¢ and X¢ € SP([tg — 7,T] x Q;RY)
be strong solutions of SDDE (11.1) with respect to the initial conditions & and (, respectively.
Then, it holds

ST T Lot P2y
HAX5 - XCHSP([to—T,T]xQ;Rd) < \/§||f - CHSP([to—T,to}xQ;Rd)e( ’ Vet ) ),

Proof. The proof is stated in Section II.4, see p. 25. O

Now, we extend Theorem II.8 to slightly more general SDDEs. This result will be needed in
Chapter IIT for Theorem IIL.26. Let Z: [tg — 7, T] x Q — R? be an (Ft)te[ty—r,r)-Progressively

measurable process that realizations are P-almost surely cadlag, where d € N. Further, let
A, Bi; RIX(PH) 5 gax(D+1) o RdX(D+1) 1o Borel-measurable functions for j € {1,...,m} and
the initial condition ¢ as in SDDE (II.1). Consider the SDDE

ft ift e [to —T,to],

X, = t mooet . (IL.13)
ot | AT(s,Ze, Xo))ds+ > | BI(T(s, Zs, Xs)) AW if t € Jto, T)
to . to
7=1

where

T(tv ZtuXt) = (t7t — Ty 7t - TDazt7Zt—T17 . '7Zt—TD7Xt7Xt—T17 . '7Xt—TD)

for all ¢ € [to, T, cf. formula (I1.3). Note that we recover SDDE (II.1) if the coefficients A and
BJ, j€{1,...,d} do not depend on the process Z. We consider the following definition of a
strong solution for SDDE (II.13), which is a generalization of Definition II.2.

Definition II.11
A measurable stochastic process X : [to—7, T]xQ — R? is called strong solution of SDDE (I1.13)
with respect to the fired Wiener process W, initial condition &, and process Z if

i) (Xt)ieto—r.1) 8 adapted to (Fi)ielto—r1s
i) (Xt)iefty,r) has P-almost surely continuous realizations,
t m
i) [ NACT (s, Zu X + DB (T (5, 20 X)) ds < o
to j=1
holds P-almost surely for all t € [ty, T,
i) and if the equation (I1.13) holds P-almost surely for all t € [to — T, T].

14
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Similarly to the global Lipschitz and linear growth conditions (I1.8), (I1.9), (I1.10), and (II.11),
the following conditions on the coefficients of SDDE (I1.13) are considered. The coefficients of
SDDE (I1.13) are said to satisfy the global Lipschitz condition if there exist constants L4, Lp >
0 such that

sup ||A(t,t — T1,.. .,t —TD,Zo,Zl,...,ZD,xQ,xl,...,xD)
te(to,T)
z€R?: 1€{0,1,...,D}
(I1.14)
—A(t,t—Tl,...,t—TD,ZQ,Zl,...,ZD,yo,yl,...,yD)H
<Lg max |2 —yl
1€{0,1,.... D}
and
sup max || BY(t,t — T1,...,t —TD, 20,21, -+ 2D, L0, L1, -, TD)
tefto,T) Je{l,....m}
z€R®: 1€{0,1,...,D}
- Bj(tati’rla" . 7t7TD,ZO)Zlv' 32D Yo, Y1, - - 7yD)||
<L max T —
<Lg le{o,l,.‘.,D}H 1= uill
(I1.15)
for all 2,3, € R%, 1 € {0,1,..., D}, as well as the linear growth condition if there exist constants
K4, Kg > 0 such that
sup |A(t,t — T1, ..oyt —TD, 20521, - -+ 2Dy Oy L1y - -, ZD)||
te(to,T)
z€R?: 1€{0,1,...,D} (H.16)
1
< K4 max (1+|z?)?2
1{0,1,...,D}
and
sup ~ max | B (t,t —T1,. ..ot — TP, 20, 215+ -+ 2D, 0, T1, - - ., ZD)||
te(to,T) ]E{l 7777 m}
% €RY: 1€{0,1,....D} (IL.17)
1
<Kp max (14 [])?
1€{0,1,...,.D}
for all z; € R?, [ € {0,1,...,D}. We obtain the following existence and uniqueness theorem

for SDDE (I1.13).

Theorem II.12 (Existence and Uniqueness of Strong Solutions)
Let the Borel-measurable drift A and diffusion B?, j € {1,...,m}, of SDDE (11.13) satisfy the
global Lipschitz and linear growth conditions (11.14), (I1.15), (I1.16), and (I1.17). Moreover, let

Z: [to—7,T] x Q — RY be an (Zt)1elto—r,)-Progressively measurable process that realizations
are P-almost surely cidlag, where d € N, and let € € SP([to— T, to] X Q; R?) for some p € [2, 00].
Then, there exists a unique (up to indistinguishability) stochastic process X € SP([tg — 7,T] X

Q;RY), which is the strong solution of Ité SDDE (11.13) with respect to the Wiener process W,
initial condition &, and process Z.

Moreover, it holds

2 2 2K A/ T=to+ PEBYT) * (74
1+ HXHSP([tO_T:T]XQ;Rd) = (1 T 2Hg‘|sp([to—7,to]XQ;Rd))e ( VT ) o (1118)
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Proof. Due to the linear growth conditions (I1.16) and (I1.17), no assumptions on the bound-
edness of process Z have to be made, and the proof is completely analogous to the proof of
Theorem I1.8. O

In case of SODEs, a similar theorem is stated in [113, Lemma 2.2.1]. There, the SODESs’
coefficients are allowed to have a polynomial growth regarding the argument of the process Z.
In return, some boundedness assumption on the process Z is supposed. Mohammed considered
in [107, Theorem V.4.3] the existence and uniqueness of SFDEs whose coefficients are allowed
to be random. However, he supposed that the coeflicients are .%;,-measurable, and our theorem
above is thus more general in case of SDDEs.

11.4. Proofs

Proof of Theorem I1.5

Proof of Theorem I1.5. In the case of p = 2, the statement follows from the discrete Burkholder
inequalities in Theorem II.3, and therefore we assume p € |2,00[ in the following. Inequal-
ity (IL.4) and its sharpness are proven in [123, Section 2] by Rio in the case of d =n = 1.

We amend his proof to general d € N and n € {1,..., N} with N € N. For this, we generalize
[123, Proposition 2.1]. Let X,Y € LP(;R?), and let F € .Z be some sub-o-algebra such that
X is F/%(R%)-measurable and E[Y'|F] = 0 P-almost surely. Then, we first prove that

1X + Y12, pe) < IX 2,00y + 2 = DIV, g (IL.19)

If X = 0orY = 0, this inequality is clearly true, so we assume [|X||,qgsy > 0 and
1Yl p(ray > 0. Define the function ¢: [0,1] — R by ¢(t) = |z + ty[|P, where z,y € R
Using Taylor’s formula [57, p. 284], it holds

1
(1) = 9(0) + ¢ (0) + / S(1)(1 — t)dt
and thus

d 1
IX + Y|P = | X|]P+pl X|P>> XY +p/ X + Y|P Y [*(1 —t)dt
0

i=1
+p(p—2) / X + tYHp4<Z(X’ + tw)w) (1—1t)dt.
0 i=1
Considering the integrand of the last integral in the Taylor formula above, it holds
IX + tY||p—4<Z<Xz + tYI)Y@) <X + Y|Py
i=1

by Cauchy-Schwarz inequality, and due to this, it follows

d 1
IX + Y|P < [ X|PP+plXIP2> XY 4 p(p - 1)/ IX + Y|P Y [|*(1 — t) dt. (I1.20)
; 0

i=1
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According to the assumptions, it holds
E[E[IX P2 XY*|F]] = E[|IX|PXE[Y|F]] = 0.
Then, since
p=2 2
E[IIX + Y [PZ2Y)?] < (E[IX +tY[P]) = (E[|Y]P])"

by Hoélder’s inequality with pp%Q + % = 1, we obtain by taking the expectation on both sides of
inequality (I1.20) and using Fubini’s theorem that

p—2
> (Ell

E[| X + Y[P] < E[[X][’] + p(p - 1)/0 (BIIX + Y [7)) 5 BV ) (1 1) de.

This is a multidimensional version of [123, Inequality (2.1)]. Next, we use a Gronwall-type
inequality, that is, we apply [139, Lemma on p. 171] with o = %. It follows

b
) 2
and since fol(l —t)dt = %, inequality (I1.19) holds by raising both sides of the inequality above

to the power of %. Due to [123, Remark 2.1], the constant p — 1 in inequality (II.19) is best
possible.

RSN

2 1
E[| X + Y] < (E[Ilelp]p + ;p(p - 1)/0 (1 —t) de(E[[[Y]|"])

We remark that the considerations after [123, Inequality (2.1)] on [123, p. 150] prove essentially
Zakai’s Gronwall-type inequality in [139, Lemma on p. 171].

Now, we consider inequality (IL.4).  Since (My)nefo1,. v} 18 a martingale, it holds
E[M,| %, ,] = My—1 P-almost surely for n € {1,..., N}, that is, E[d,|.%;, ,] = 0 P-almost
surely. Thus, inequality (II.4) follows from applying inequality (I11.19) to M,, = M,,_1 +d,, and
by induction over n € {1,..., N}, cf. [123, Theorem 2.1].

Finally, Doob’s maximal inequality [35, Theorem 3.4 on p. 317] implies the second inequality
of this theorem. Since Doob’s inequality is sharp, the constant is best possible, cf. [19, p. 87]
and [36, Theorem 2. O

Proof of Theorem I1.6

Proof of Theorem I1.6. The first inequality is proven by Zakai [139, Theorem 1] in case of d =
m = 1. We extend his proof to the case of m-dimensional Wiener processes and R%valued inte-
grands. Due to Burkholder’s inequality in Theorem II.4 and the assumption f7 € HP([ty, T] x
Q:RY) for j € {1,...,m}, we have

E /fgdwg
j=17t

< 00.
LP(Q;R?)
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Let 6 > 0 and ¢ € C2(R%:R) with o(z) = (0 + ||z[|2)% for z € RY. Using It6’s formula, see e. g.
[64] or [75, p. 153], with function ¢, [139, Equation (6)] reads in the multidimensional case as

nNE
<5+ > — 52

t
i awy

p(p —2)
m d s
xZ Z( / £ dWJ)(Z /t fff’de5> Vet ds
=1 k j:1 0
%71 d m
+p2/ <5+ ) Z(Z deWJ)f”dWl
1=1 "7t

P-almost surely. Taking the expectation and using the Cauchy-Schwarz inequality, we obtain
N E N »
EKM oo fiawy ) }—52
j=1"%
P t s )
_/ E[<5+ £ awi
2 /i, =
) t
+p(p2 )/ E[(é—l—
to =1 i=1 > j=1"%0

< W;l)/EKM 2)_1i||fﬂ||ﬂ

which corresponds to the multidimensional variant of [139, Inequality (8)]. Then, the inequal-
ity (IL.5) follows from the same arguments as in [139, pp. 171-172] by applying a Gronwall-type
inequality [139, Lemma on p. 171] and letting § — 0.

i aw

m t

N1
) ergw] s
j=1
2 §—2 m m s 2
) XX [ aawia) as

£ dw]

faw}

Applying Doob’s submartingale inequality, see e. g. [122, Theorem I1.1.7], then yields the second
inequality of this theorem. O

Proof of Theorem 11.8
The proof of Theorem I1.8 is similar to the proof of [98, Theorem 5.2.2].

Proof of Theorem I1.8. We start with the proof of uniqueness. Assume that X and X are two
strong solutions of SDDE (II.1) with respect to the same Wiener process W and the same
initial condition & € SP([ty — 7,t0] x Q; R?).

18
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Let n € N, and define the (%), 7 -stopping time oy, : Q — [to, T'| by
on = inf{t € [to,T] : | X¢]| > n} Ainf{t € [to, T] : || X;| > n}

where inf{()} := T. The stopped processes (Xins, )tcfto—r,r) and (XtAon)te[to—T,T] are bounded,
and thus they belong to S? ([to — 7, T] x Q;RY), cf. Section IL.1. As P-almost all realizations of
(Xt)iejto,r) and (Xi)sepsy, ) are continuous, it holds lim,, o 0 = T P-almost surely.

At first, we show that the stopped processes X.,,, and X. Aoy, are modifications of each other
for all n € N. Since Xy = X; for all t € [tg — 7, to] P-almost surely, it holds

HX'/\Un - X'/\UnHSP([tofﬂ',T]XQ;Rd) = HX~AUn B X~Aan”sr)([to,T]><Q;Rd)'

Using that the solutions X and X satisfy the equation (I1.1) and applying the triangle inequality,
we obtain by rewriting

1 XA = Xonow s (jtg—r, 11 xR

< /t ™ (T (5, X2)) — a(T(s, X.)) ds

5P ([to,T]x Q;R?)

_l’_

m Aon _ R )
3 / b (T (s, X)) — b (T(s, X)) V)
=1t SP([to,T]x4RY)

- H /to Lty 0 (5) (a(T (5, Xsno,)) — a(T(S,Xs/\Un))) ds

5P ([to,T]xQ;R?)

sy / Lty (8) V(T (5, Xonon)) = V(T (5, Kner,))) AW
j=17t

SP([to,T}xQ;Rd)'
(II.21)

Considering the first term on the right-hand side of inequality (I1.21) above, the triangle in-
equality and Lipschitz condition (I1.8) imply

H /to ]l[to’a”]<s) (G(T(s, Xsnon)) —a(T (s, Xs/\an))) ds

SP([to, T x 4RY)

t
<\l sup [ || Lpg0n) () (a(T (s, Xeno,)) — a(T (5, Xsne,))) || ds
t€lto,T] Jto Lr(Q;R)
T A
< 1a(T (s, Xsnow)) — a(T (8, Xsnow )l 1o (ore) d5
to
T A
< La/ sup ||Xs/\an—’rl - XS/\O’n—Tl H ds
to Il1€{0,1,...,D} LP(QR)
T A~
S La ’ ||X-/\0'n — X'/\UnHSP([to—T,S]XQ;Rd) dS
0
T . 2
< Lo/T — t0< 1 X Ao, — X.Mnu?gp([to_T xR ds> , (I1.22)
tO ’ 9

where the Cauchy-Schwarz inequality is used in the last step. Similar considerations for the
second term on the right-hand side of inequality (I1.21) yield with the Zakai inequality from
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Theorem I1.6 and Lipschitz condition (I1.9) that

| Litg.00] (8) (¥ (T (5, Xsne)) — V(T (5, Xsne,))) AW

SP([to,T]xQ4R?)

1
= 1 on S Xs on)) — b] S, XS on dS) 2
\/Pi</ ZH to0a) (NPT (5 Xancr,)) (7¢ A )H L5 (@R)
- o :
7j=1
< | X Ao, — X./\on ng([to—T,s]xQ;R’i) ds) . (I1.23)

Inserting estimates (I1.22) and (I1.23) into inequality (II.21) and squaring the result, we obtain

G 2
X Ao, — X-/\UnHSP(tO —7,T)x4RY)

L
< (La T 194 PLevm

) (I1.24)
2
= 1) t ”X'“’”_X'A“n”sw[tofnsvn;w) ds.
0

Then, Gronwall’s Lemma I1.7 implies || X a4, —X./\JHHSZ,([tOfT T)xo;rdy = 0. Hence, for alln € N

the stopped processes X.,q,, and X. Aoy, are particularly modifications of each other. That is
PPQ/\Un — Xt/\on] =1
for all t € [to — 7,T] and n € N. Due to this, it holds for all ¢ € [ty — 7,T] and n € N that

ppx 2 X =p[{ s x>0 s 150> 0]

telto,T] t€(to, T

<[ sup [l > 0] +P| s 15l ).
te(to,T) te€(to,T)

Since the solutions (Xt)te[to 1) and (X )te[to 1) have P-almost surely continuous realizations,

SuPyeiro, )| Xtll and sup,ep, 7 HXtH are P-almost surely bounded. Hence, for all ¢ > 0, an
N € N exists such that for all n > N we have

PIX 2 X < P| s X5 0] 4P| sup 1) > 0] <
te(to,T) te(to,T)

for all ¢t € [to—, T, that is, the solutions X and X are modification of each others, cf. [7, p. 107]
and [47, p. 394]. Using that P-almost all realizations of X and X are cadlag, both solutions X
and X are indistinguishable [119, Corollary of Theorem 1.2]. That is, if there exists a solution
of the SDDE (II.1), the solution is unique up to indistinguishability.

In the following, the existence of the strong solution X of SDDE (II.1) is proven using the
Picard’s iterations. Let

<O _ & iftefty— 7,1 and
L) g, ift e to,T)
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as well as
&t if t € [to — 7,t0] and

x = t
K fto +/ CL(T dS + g ))) dW] ift e ]to,T]
to

for ¢ € Ny. Since £ € SP([tg — 7,t9] x ©;R?), and since coefficients a and b7, j € {1,...,m},
satisfy the linear growth conditions (II.10) and (II.11), also cf. Section II.1, it is evident by
induction over ¢ € Ny that X¢ € SP([tg — 7, T] x Q;R%) for every £ € Ny. In order to be more
precise regarding the upper bound of X in SP([ty — 7,T] x Q;R%), we make the following
considerations.

Using inequality (I1.6), we have

1+ ”X(Hl)”sz)([to 7,T)xQRY)

2
=1+ 2”SHSF’([to—Tﬂfo]XQ;]Rd) +2 <’

/ (T (s, X©)) ds

SP([to, T]x Q;R?)

X)) aw

2
SP([to,T]xQ;Rd)>

for all ¢ € Ny, where

/ (T (s, X10)) ds

to

Sp([to,T)xQ;R?)
t

sup [ [la(T (s, X{7))|| ds
tefto,T] Jto

T

<

Lr(O;R)

1
sup (14 X2 )2

1€{0,1,...,D}

ds
LP(4R)

< K,

to

T 1
<K, /to (1+ HX(Z)}@p([to_T,S]xQ;Rd))2 ds

1

T 2
) (12
< KoV T — tO(/t L+ HX( )HSP([tO—T,s]xQ;Rd) ds) (11'25)
0

by triangle inequality, linear growth condition (II.10), and Cauchy-Schwarz inequality, as well
as

T(s, X)) dw?

SP([to,T]xQ;R?)

1
2
(/ T (s, X)) ds)
L5 (@R)
PEyym ©
< sup (14 || XY ds
V=T Jyy le{O,I,...,D}( | TZH ) L5 @:R)
1
pKpy/m T 012 2
= -1 (/to L+ [1X [so(itpr o124 (11.26)
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by Zakai’s inequality from Theorem II.6 and linear growth condition (II.11). Thus, we have

04+1) 2
L+ X ”SP([to—T,T]xQ;Rd)

2
<1+ 2H€||Sp([t0—7',t0]><Q;Rd)

pKyy/m\? [T 2
2KV T=to+ 22} [ 1 1K ey
0

that inductively ensures HX(ZH)HS,,([)&O?T T)xord) < 00. Now let n € Ny be arbitrary fixed.
Since

14+ max \|X<f+1>\|§p

2€{0,1,....,n} ([to—7T]x%RY)

2
<1+ 2H€||Sp([t0—7-,to]><ﬂ RY)

pr\F ©
ro( VI tk, + ﬁ) /t N e e

FESTERY L

it also holds

0) 12
L ¢ {Ig}a?é,n}HX( )HSP([tO*TvT]XQ;Rd)

2
=1+ 2“5”510 ([to—T,to] x Q;R?)

pKyy/m
+2<\/7K * ﬁ) /to 1+£E{g}18;.)in}”X ”SP ([to—T,s] x%RY) ds,

and Gronwall’s Lemma I1.7 implies

012
1 + ee{lg}la;x,n}HX ||SP([t0—T,T]XQ;]Rd)

2 (VT =g Ko+ 250 ) (17—t
< (1 2003 o )@ (V=T Kat B ) (T —t0).

As the right-hand side of the inequality above does not depend on n € Ny, we obtain

VTt Ko+ P50 ) (1
L+ [|x HSP(to rrpwmt) S (1 20€0 50 oo ey @ (VT SEE) (Tt (I1.27)

for all £ € Ny. Using the triangle inequality, Zakai’s inequality from Theorem II.6, linear
growth conditions (II.10) and (II.11) as well as the Cauchy-Schwarz inequality, it then follows
by inequalities (I1.25) and (I1.26) that

1 2
HX( ) ng([to—r,T}xQ;Rd)
+

< <H/ a(T (s, X)) ds
to SP([to, T]xQ;R?)

pKy/m 2
= (Ka “h Vp—1 ) (1 * HgHSP([tO*T,tO]XQ;Rd)) (T to).

Similarly to inequality (II.24), the triangle inequality, Zakai’s inequality from Theorem II.6,
Lipschitz conditions (I1.8) and (I1.9) as well as the Cauchy-Schwarz inequality yield

m

bJ(T(s X))y aw?

2
j=1 Sp([to,T}XQ;Rd)>

{41 é
HX( ) - )HSP ([to—7,T]x;R?)
pLyy/ —1))2
< <La T —to+ W) | x® — x( [ E (11.28)
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for ¢ € N. Raising inequality (I1.28) to the Zth power and using Hélder’s inequality, it induc-
tively holds

(C(T = 1))

(e+1)
1% HSP ([to—7,T]x ;R?) Vi

1
HSp ([to—7,T]x ;R — HX( )

for all ¢/ € Ny where

C = <La\/T “to+ %)p@ — ).

Then, Markov’s inequality yields

P[ sup HXV*”—X§”|!22(“U}
te[to—,T)

(2rC(T — t))"

1
<or||x® — Hsp ([to—7T] x%RY) 7

Using Borel-Cantelli lemma, there exists an ; C Q with P[Q;] =1 and N,, € Ny, w € 4, such
that for every w € ; and £ > N, it holds

sup | XD () — X (w)]) < 27D,
teto—7,T)

Due to Weierstra’s convergence criterion [126, Theorem 7.10], the sequence (X (w))sen, of
realizations X (w) = X (w) + 32173 X+ (w) — XD (w) converges uniformly on [ty — 7, T
for all w € Q1. Hence, there exists an (%), —rmj-adapted process X with P-almost surely
continuous realizations on [tg,T] such that

X, = lim XY

l—00

uniformly for all ¢ € [ty — 7, T] holds P-almost surely. Moreover, the process X can be chosen
to be (Ft)iejto—r,1-Progressively measurable, see Section IL.1. Applying Fatou’s Lemma to

inequality (IL.27), it holds that X € SP([to — 7,T] x Q;R?), and inequality (I1.12) follows.

Now, it is left to show that X is indeed a solution of SDDE (II.1). By inequality (II.28), we
have

VT — o)

| X +1) _ X(Z)HSP([tOfT,T]XQ;Rd) < Hx(l) — X(O)Hsp([to—r,T]xQ;Rd)—\/@

for all £ € Ny where

A pLyym
Ci=Ly\/T -t .
DENNES

Due to this, the series » XD — X0 converges in SP([tg — 7, T] x Q;R?) because

Z D) _ @ < Z||X(l+1) (Z)HSP([tO_q—T}xQ‘Rd)

[Ny SP([to—7,TIxAHRY)  1eN,
!
C — 1o
=[|x® - x© ||sp ([to—7,T]xR) Z \/7)
leNo
< 00
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by the root test and e.g. Stirling’s approximation. Hence, it holds
i 0 _ -
T X0 = Xl izt = O (11.20)

Then, similarly to the inequalities (I1.22) and (I1.23), we obtain by triangle inequality, Theo-
rem II.6 and Lipschitz conditions (I1.8) and (II.9) that

lim H/ 5, X)) ds —/ a(T (s, X)) ds
{—00 to to
T - to) llm ”X XHSP([t()—T,T]XQ;Rd)

Sp([to—7,T]x 4R?)

=0
and
lim H ) dW? — X,)) AW
f—00 Z Z SP([to—7,T] x;R?)
pr\F my/ T xO _ x
\/ﬁ H HSP([tO—T,T]xQ;Rd)
=0.

Due to this and since X; = & for all ¢ € [ty — 7, 19| P-almost surely, the stochastic process X
must thus be the unique strong solution of SDDE (II.1). O

Proof of Lemma II1.9

Proof of Lemma I1.9. Since X is the strong solution of SDDE (II.1), and the SDDE’s coeffi-
cients satisfy the linear growth conditions (IL.10) and (I1.11), it holds X € SP([to—7, T] x Q; R?)
by the proof of Theorem II.8.

Similarly to the inequalities (I1.25) and (I1.26), the triangle inequality, Zakai’s inequality from
Theorem I1.6, and linear growth conditions (II.10) and (II.11) then imply for s,t € [tg, T with
s < t that

| X: — XSHLP(Q;Rd)

<|/ a(T(s, X)) ds

3 /t b (T (s, X)) AW

Lp(QRY) Lp(Q;R?)
t 2
< [ 1alTts XDl as+ Vo= 1( [ s
s L2 (R)
1
< (KaV'T —to + /p = 1Kp/m) (1 + HXHSP([tofr,T]XQ;Rd)) *ViE—s.
The case t < s is completely analogous to the one above, and the case s =t is trivial. O
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Proof of Lemma I1.10

Proof of Lemma I1.10. At first, inequality (I1.6) implies

1 = X< +2/| X - X¢

2 3 cp2
Sp([to—7,T]xuRY) < 20Xt - X HSP(

2
[to—7,to] X %RY) 5P ([to,T]x 4R)?

where

1€ = X501ty —rto] ety = 1€ = Cllgo(iro—r.to]xcrm):

Consider the term || X¢— X¢|| S ([to,T]x;RY) o1 the right-hand side of the inequality above. Simi-
larly to inequalities (I1.22) and (I1.23), we obtain by triangle inequality, Zakai’s inequality from
Theorem I1.6, Lipschitz conditions (I1.8) and (I1.9) as well as the Cauchy-Schwarz inequality
that

HX& - XCHSP([to,T]XQ;]Rd)
/ a(T (5, X5)) — a(T (s, X$)) ds

S '
to

SP([to,T]x Q;RY)

_|_

S [ V(T (5, XE) = ¥ (T (s, X)) W

Sp([to,T)xQ;R?)

1
pLyy/m Tve  wep2 :

Thus, we have

2
HX& - XCHSP([tOfT,T]XQ;Rd)

2
< 208 = s rg-ro1x )

2 T
pLyym ¢ xC|2
+2<La T —1to+ ) Xt =X
\/lﬁ to H ||SP(

and Gronwall’s Lemma I1.7 implies

fto—r.s]xsr) 95

2
2(LavT—to+ pf/g) (T—to)

<2 p
X - X lsw(ito—rr1xmty < 218 = Cliso gty —rsol xmt)®

Then, the assertion follows by taking the square root. O
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SOME RESULTS ON THE MALLIAVIN CALCULUS

Our numerical analysis of the Milstein scheme in Chapter IV involves techniques from the
Malliavin calculus although all occurring stochastic integrals are well-defined in the sense of
1t6. We need, among others, a chain rule for the Malliavin derivative, the Malliavin derivative
of the solution of SDDE (II.1), and the Skorohod integral in order to prove that the error of the
Milstein scheme in SP([tg — 7,T] x Q;R?) is of order O(h) as h — 0, where h is the maximum
step size of the scheme. For more details on the estimates involving the Malliavin calculus, we
refer to the analysis of term R in the proof of Theorem IV.9. See inequality (IV.146) for the
final estimate.

The Malliavin derivative as well as its adjoint operator, namely the Skorohod integral, are
introduced in Section III.1, and some important properties of them are stated. Here, we also
develop a chain rule for the Malliavin derivative that applies to functions whose derivatives are
not imposed to be bounded. In Section II1.2, we focus on the Malliavin derivative of solutions
of SDDE (IL.1) and give details on the upper bound in the S?([tg — 7, T] x Q; R%)-norm.

We refer to [97, 113, 114] for monographs on the Malliavin calculus. The contents of this
chapter are mainly based on Nualart’s books [112, 113].

II1.1. Malliavin Derivative and Skorohod Integral

First, we introduce the Malliavin derivative for R-valued random variables and state some
important properties of it. Especially, a more general chain rule is presented. Thereafter, the
Skorohod integral is defined as the adjoint operator of the Malliavin derivative. We then extend
the definition of the Malliavin derivative to Hilbert space valued random variables in order to
study some valuable properties of the Skorohod integral.

This section follows sections 1.2 and 1.3 in Nualart’s books [112, 113] to a large extent. However,
we choose a slightly different representation that is more suitable for our considerations on the
Wiener process W in case of SDDE (II.1).

To begin with, we introduce some notations. Let CEO(RK ;R), K € N, be the space of continuous
functions f: R — R that are infinitely often continuously differentiable, and such that f and
all of its partial derivatives have polynomial growth. Here, a function g: R® — R is said to be

27



III. Some Results on the Malliavin Calculus

of polynomial growth if there exist a constant C' € R with C' > 0 and an exponent ¢ € [0, o[
q
so that |g(z)| < C(1 + ||z[|?) 2 holds for all € RX, where g is the order of the growth.

Consider two real separable Hilbert spaces E; and Es with inner products (-,-)g, and (-, ) pg,.
The norms ||-||g, and ||-||g, are assumed to be induced by the inner products (-,-)g, and
(-,)B,. Let Lpg(FE1; E2) denote the space of Hilbert-Schmidt operators from E; to Ea with
inner product

<'7 '>LH5(E1;E2) = Z< 61167 : e]1€>E2

keN
and norm
1
2
e = (X l-ehii)
keN

where the definitions are independent of the particular orthonormal basis (€;1€)k;eN in F1, see
e.g. [10, Lemma 3.4.2]. For 2,y € E; and z € Es, define the linear operator x ® z: E; — E»
by (x ® 2)y = (z,y) g, 2, cf. [565, p. 44]. It holds = ® z € Lys(E1; E2) and

2 ® 23 imn = DM@ ©2) eklll, = Y@ el mzll, = Y N eb)m PlzlE,
keN keN keN

= |llE, 121/, (IIL.1)

by Parseval’s identity [138, Theorem II1.4.2]. Moreover, the space Lyg(E1; E2) is again a
real separable Hilbert space with the orthonormal basis (e,lC ® e%)k,leN, where (€l2)l€N is an
orthonormal basis of Es, see e.g. [116, Proposition B.0.7].

We define the real separable Hilbert space

Hp = L*([to, T]; Lus(R™; E)) (IIL.2)

= L2(([to, T), #([to, T)), Mjso,17); (Lazs(R™; E), B(Ls(R™; E)))),
where F is a real separable Hilbert space. As in Chapter II, an element Z € Hg is referred to
as a AB([to, T))/PB(Lus(R™; E))-measurable function instead of an equivalence class throughout

this thesis. In case of ' = R, we write H := Hg for sake of simplicity, which is used frequently
especially at the beginning of this section.

In order to see the advantage of this notation, we need the following considerations. In view of
equation (III.1), it holds

1

|lz||rm = <§|<ma€j>Rm|Q> = <i|<$,€j>Rm 1!2) — (i|(l’®1)€j|2>2

j=1 j=1

N
[ SIS

= [lz @ 1| s (rmim)

for all z € R™, where (e;) je{l,...,m} 1s the canonical orthonormal basis of R™, that is, e; denotes
the jth unit vector in R™. Thus, the map ¢: x — =z ® 1 is an isometric isomorphism between
the spaces R™ and Lys(R™;R). We define

= (r®1)ej = (z,ej)pm (I1IL.3)
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III.1. Malliavin Derivative and Skorohod Integral

for all z € R™ and j € {1,...,m}. Then, the inner product of g, h € H can be represented as

(g, h)m = / (98, (1)) Ly sy A = Y / g’ (K (1) dt. (ITL.4)
j=1"t0

to

Using these definitions, we can consistently write

T m T
/ h(s)dWy = / W (s) dW? (ITL.5)
j=1"%0

to

for all h € H, where W, = (WZ, ..., W™)T. This notation is also used in a more general context
of Hilbert space valued Wiener processes, see e.g. [28, Section 1.4]. Thus, space H introduced
above is more usual in the context of SDEs than the space in [112, 113], see especially [113,
Example 1.1.2]. The Itd isometry for a deterministic function h € H reads as

for example, cf. 28, Equation (1.4.30)]. In particular, the Wiener integral in equation (II1.5) is
N(0, ||h]|%)-distributed.

T
h(s)dWs

to

? "' 2 T 2 2
- - Lys(R™R) @2 = 1111
(h?(s))" ds 12 (s)]l yds = [|A]]
L2(R) to j=1 to

We continue with the following definition.

Definition ITI.1 ([113, p. 25])
The set of R-valued smooth random variables is denoted by

SUR) = {F: Q—>R:F_f(/Thl(s)dWS,...,/ThK(s)dWs>

to to

where f GCI?O(RK;R),hk €H forke{l,...,K}, cdeEN}.

Because f € C)° (RK ;R) is of polynomial growth and because the Wiener integral in equa-
tion (IIL.5) is N(0, ||h||%)-distributed, it holds .7 (Q; R) C LP(€;R) for all p € [1, oo[. However,
not every random variable in LP(€;R) can be approximated by a sequence (F},),en of smooth
random variables F, € .7 (£;R), n € N.

Indeed, recall the P-completed o-algebra & = %p from Chapter II, cf. formula (I1.2). The
smooth random variables F,, € ({;R) are ¥/%(R)-measurable, and hence, the limit
lim,, 00 Fy, in LP(Q; R), as it exists, is ¥/ %B(R)-measurable, too, see e.g. [24, Corollary 2.2.3].
But as ¢4 C .% in general, not every random variable in LP(2;R) = LP((Q2,.7,P); (R, Z(R))) is
/B (R)-measurable.

Due to this, we introduce the Banach space
Ly E) = LP((Q, 9, Ply); (B, Z(E))) = {E[Z2|9] : Z € L(); E)}

with norm ||| LE(:E) = Il L» (0> Plo-almost surely equal random variables are identified, for
p € [1,00], where F is a real separable Hilbert space, cf. [121, Chapter II].
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III. Some Results on the Malliavin Calculus

Using this notation, it can more precisely be said that
S (4 R) = Z((2,9,Ply); (R, Z(R))) C Liy(4R)

for every p € [1,00[. Even more, the following lemma holds.

Lemma III.2 ([111, Lemma 2.3.1])
The space /(S R) is dense in L, (Q;R) for every p € [1, 00].

We now define the Malliavin derivative for an arbitrary random variable F' € . (Q); R).

Definition ITI.3 ([113, Definition 1.2.1])
Let F' € . (2; R) with the representation

F:f(/tOThl(s)dWS,...,/tOThK(s)dI/VS).

The Malliavin derivative D: .7 (;R) — LE(Q; H), p € [1,00[, of F is defined by

K T T
DF ::Zazkf</ hl(s)dWs,...,/ hK(s)dWs>hk.
k=1

to to
In particular, it thus holds

T
D/ h(s)dWs =h (I11.6)
to

for all h € H. Considering F,G € L (;R), we clearly have F'G € .(;R), and the product
rule

D(FG) = (DF)G + F(DG). (I11.7)

directly follows from the definition of the Malliavin derivative. The Malliavin derivative further
satisfies the following lemma.

Lemma IIT.4 ([113, Lemma 1.2.1])
Let F € Z (4 R) and h € H. Then, it holds

E[(DF,h)y] = E [F /T h(t) AW, ] .

to

The equation in the lemma above can be seen as an integration by parts formula and is useful
to prove that the Malliavin derivative D is a closable operator, cf. [111, Lemma 1.1.1 and
Proposition 2.3.4]. The Malliavin derivative D is closable if and only if for all sequences
(Fo)nen € (4 R) with lim, o0 F, = 0 and lim, . DF,, = G € L@(Q;H) it follows
G = 0 P|g-almost surely, see e.g. [138, Definition I1.6.2 and Proposition I1.6.2] or [14, Subsec-
tion 12.2.2].

Proposition III.5 ([113, Proposition 1.2.1])
Let p € [1,00[. The operator D: LE(;R) D (4 R) — LE(Q; H) is closable.
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III.1. Malliavin Derivative and Skorohod Integral

Definition ITI.6 ([113, p. 27])
Let p € [1,00[. The closure of the set .7 (;R) with respect to the graph norm

3=

H ||9P Q;R) (H ”Lp (4R) + HD'HZL){;(Q;H))
is denoted by 2P (;R) C LL(;R).

According to Proposition IIL5, the operator D: .7(Q;R) — LY(Q;H) can be extended to

2P(Q;R). This closure D of the operator D will, by a slight abuse of notation, again be
denoted by D: 2P(Q;R) — LE(; H) in the following, cf. [111, 113].

Let ¢, 7 €]1,00[, and consider F' € 27(Q;R) and G € @’"(Q ]R) Using Holder’s inequality and
the product rule (II1.7), we obtain FFG € 2P(;R) Where 4 == + and

D(FG) = (DF)G + F(DG) (I11.8)

cf. [68, Corollary 15.80]. Before we continue with further valuable properties of the Malliavin
derivative, we make a remark on the measurability of the Malliavin derivative DF for F' €
2P(Q; R) and introduce some notations.

Remark II1.7

Considering F € 2P(Q;R), a representative DF € Li(Q;H) is a random variable with values
in Hilbert space H, that is, DF(w) is actually an equivalence class. Of course, for all w €
Q one can also pick a representative in this equivalence class. These representatives t +—
DF(w,t), t € [to,T], are B([to,T])/#(Lus(R™;R))-measurable. But for fixed t € [to,T], the
map w +— DF(w,t) is not necessarily 9/ B(Lys(R™;R))-measurable, that is, DF(t) is not a
random variable.

However, according to [37, Theorem II1.11.17] and [61, Proposition 1.2.25], respectively, there
exists a B([to, T]) @ Y/ B(Lus(R™; R))-measurable function Z: [to,T] x @ — Lgs(R™;R) such
that Z(w) = DF(w) € H for P|g-almost all w € Q. Moreover, Z is uniquely determined except
for a set A € B([to, T]) @Y with (N, ) @Plg)[A] = 0. That is, Z is uniquely determined up to
indistinguishability. In the following, a representative DF € L;(Q; H) is always assumed to be
this B([to, T]) @ 9/ B (Lus(R™; R))-measurable stochastic process Z: [to, T| x Q@ — Lps(R™;R)
and

D,F(w) = Z(t,w)

for all (t,w) € [to, T] x Q. Moreover, let D/F: [tg, T] x Q — R denote the R-valued measurable
process defined by

DI F(w) = Z7(t,w) == Z(t,w)e; (I11.9)
forje{1,...,m}, cf. formula (IIL.3). In particular, it holds for F € .7 (2;R) that
T .
DIF(w Zamf( / ) Wi, [l dws) (@)L (1)
to
for M, 1) @ Plg-almost all (t,w) € [to,T] x Q and all j € {1,...,m}. Note that DF for
F € Z(R) is a priori B([to, T]) @ 9/AB(Lus(R™; R))-measurable. The measurability of

representatives DF € L;(Q;H) with F € PP(Q;R) gets lost by passing to the equivalence
classes.
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Having adapted stochastic processes in mind, the following corollary will be important later
on. Recall filtration (4;).c[, 1], see equation (I1.2).

Corollary IIL.8 ([113, Corollary 1.2.1])
Let p € [1,00] and F € PP(C;R) be 9/ B(R)-measurable for some t € [to,T]. Then, it holds
DiF(w) = 0 for X, 11 ® Ply-almost all (s,w) € |t,T] x Q and all j € {1,...,m}.

The next proposition states the chain rule for the Malliavin derivative, cf. [68, Theorem 15.78],
[97, p. 36], and [113, Proposition 1.2.3 and Proposition 1.5.1]. The extended version in the
theorem below is very useful in order to calculate the Malliavin derivative explicitly.

Theorem 111.9

Let F = (Fy,...,FL) with F; € PS4 R) forl € {1,...,L} and some p € [1,00[. Further, let
¢ € CY(RY;R) with |0y,0(x)| < C(1 + ||:c||2)§ for all z € RE and some x € [0,p — 1], where
C >0 is a constant. Then ¢(F') € @#(Q;R), and it P|g-almost surely holds

L

Dip(F) =Y 0y,¢(F)DE,.
=1

Proof. The proof is stated in Section IIL.3, see p. 41. Ul

In the case of ¢ € C(RF;R) having bounded partial derivatives Onp, 1 € {1,...,L}, the
proposition holds with xy = 0, and thus, the statement is more general than the result in [113,
Proposition 1.2.3].

In the following, the adjoint operator of the Malliavin derivative D: LE(Q;R) D 2P(Q;R) —
Ly,(Q;H) is considered for p €]1,00[, cf. [97, Definition I1.6.1] or [68, Definition 15.130 and
Theorem 15.132], and in the case of p = 2, cf. [113, Definition 1.3.1]. We refer to e.g. [62,
pp. 521-522] for the definition of the adjoint operator.

Definition II1.10
Let p €]1,00[. The subspace domd C Liy(Q; H), p €]1,00[, denotes the set of random variables

G € LL(Q;H) such that F — E[(DF, G)y] is continuous for all F € 2(;R) with % + % =1.
That is G € dom § if and only if there exists a constant Cg > 0 such that

[EDF, G)ul| < Ce| F|

Ly (R)
for all F € 29(C; R).
If G € domd, then 6(G) € LL(;R) is characterized by the duality formula
E[Fé(G)] = E[(DF, G)y] (I11.10)

for any F € 29(; R) with % —I—% = 1. The operator 6: L, (Q; H) D dom§ — LE,(Q;R) is called
divergence operator.
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The random variable §(G) € LE (S R) is unique in the sense that if G, G e domé C L, H)
with G = G Alfto, 1 @ Plyg-almost surely, then it P|g-almost surely holds §(G) = 5(@G).

Since .7 (Q; R) is a dense subset of LE(€%;R) for every p €]1, 00, see Lemma II1.2, it is enough
to verify the continuity of F' +— E[(DF, G)u] and the duality formula only for all F' € .#(2;R)
in the previous definition, cf. [62, p. 522]. The divergence operator 0: domd — LL(Q;R) is
closed as it is the adjoint of the densely defined operator D: 2P(Q;R) — Li,(Q; H), cf. [113,
p. 37] and [14, Theorem 12.3.1]. Equation (II1.10) is also called integration by parts formula,
cf. Lemma IIL.4. Tt follows immediately from equation (III.10) that the divergence operator &
is linear. Choosing further F' = ¢ € R in equation (II1.10), it holds E[§(G)] = 0 if G € dom .
According to Lemma II1.4 and equation (II1.6), we have §(h) = ftf h(s) dWs and Dé(h) = h for
h € H. Similar relations of the divergence operator are derived in a more general setting in the
following. In order to do this, the definition of the Malliavin derivative needs to be extended
to stochastic processes.

In Nualart’s book [113], the Malliavin derivative is extended to random variables that take
values in an arbitrary separable Hilbert space. It should be mentioned that this can also be done
for separable Banach spaces or even Banach spaces satisfying only a UMD property. The theory
about stochastic integration and the Malliavin calculus in UMD-Banach spaces is developed by,
among others, Maas, Pronk, van Nerven, Veraar and Weis, see e. g. [61, 93, 94, 117, 132, 133].

Using Definition III.1, we first define smooth random variables that take values in a real sep-
arable Hilbert space. Considering F' € LP(;R) and x € E, let F-x € LP(2; E) be defined by
(F-z)(w) = F(w)z for all w € Q.

Definition ITI.11 ([113, p. 31])
Let E be real separable Hilbert space. The set of E-valued smooth random variables is denoted
by

S (G E) = {F: Q%E:F:ZFk-xk
k=1

where Fy, € S (4 R) and z, € E for k € {1,...,n} andnEN}.

Similar to Lemma II1.2, the space . (Q; E) is dense in LL(; E), cf. [94, Lemma 3.1].

Lemma III.12
Let E be real separable Hilbert space. The space of smooth E-valued random variables .7 (€); E)
is dense in Ly, (S E) for every p € [1,00].

Proof. Since .#(Q;R) is dense in LE(; R) for every p € [1, 00|, see Lemma II1.2, it follows that
S (Q; E) is dense in LE(); E) for every p € [1,00], see e.g. [31, Subsection 1.7.2 on p. 78]. [

In order to define the Malliavin derivative for E-valued smooth random variables, cf. [94,
p. 154] and [113, p. 31], recall the space Hg = L2([to, T); Lys(R™; E)), where H = Hg, see
formula (I11.2).
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Definition II1.13
Let G € (4 R) and x € E, and let p € [1,00[. The Malliavin derivative D: .7 (; E) —
LE(uHE) of G-x € (% E) is defined by

D! (G-2)(w) = DIG(w) z

for all (t,w) € [to,T] x Q and all j € {1,...,m}. This definition extends to general F =
Yovey Firxp € (G E) with F, € S (GR), o € E, k€ {1,...,n}, and n € N by linearity,
that is

(DJZ:F]C Jik) = Zn:Di Fk JIk Zn:D]Fk
k=1

=1

for all (t,w) € [to, T] x Q and all j € {1,...,m}.

Similar to Proposition II1.5, the Malliavin derivative operator for E-valued smooth random
variables is closable, too.

Proposition II1.14 ([94, p. 155])
Let E be a real separable Hilbert space and p € [1,00[. The operator D: LL(; E) D (2 E) —
LE(S:HE) is closable.

The space ZP(§2; R) from Definition III.6 extends to E-valued random variables as follows.

Definition ITI.15 ([113, p.31])
Let E be a separable Hilbert space and p € [1,00[. The closure of .7 (€; E) with respect to the
graph norm

RS

is denoted by 2P (Q; E) C Li(Q; E).
The closed extension D of operator D: LE(Q; E) D .7 () E) — LE(Q; HE) to the set 2P(; E)

will again be denoted by D. Considering p,q € [1,00] with p < ¢, Holder’s inequality and
inequality (II.6) imply

SIS
Q=

1
p p p
(1 ) + 1D )™ < (12 ) + 10K )
1
q9—p a
< 2% (112 @y + I 1% (o)

and thus ||| g»(o;p) < <25 || | 2a(0;)- This yields the inclusion 29(Q; E) C 2P(Q; E), cf. [113,
p. 27].

Similarly to Remark II1.7 in case of £ = R, we make some remarks on the measurability of the
Malliavin derivative, cf. [113, p. 42].
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Remark III.16
Letp € [1,00[ and F € 2P (Q; E). A representative DF € Li(Q; Hg) is always assumed to be a
B([to, T]) ® 9/ #(Hg)-measurable process, cf. Remark I11.7.

In the following, consider the case of E = L*(A; Es), where A C [tg — 7,T] is an interval,
and Es is a real separable Hilbert space. Thus, we consider F' € 9P(Q; L?(A; Ey)), and hence
DF € Ly(Hp2(a,p,)), where Hiz g,y = L*([to, T]; Lus(R™; L*(4; E))).

Let v: Lpys(R™; L?(A; E»)) — L?(A; Lys(R™; Ey)) be the isometric isomorphism defined by
L(F)(t)(x) = (Fz)(t), t € A and z € R™, see [132, Proposition 2.6] or [131, Proposi-
tion 13.5 and Theorem 13.6]. According to isomorphism v as well as [37, Theorem III.11.17]
or [61, Proposition 1.2.25], there exists a B(A) @ B([to, T]) @ 9/ B (Lus(R™; E2))-measurable
function Z: Ax[ty, T]xQ — Lys(R™; E2) such that Z(-,t,w) = D, F'(w) for A, 7 ®@Plg-almost
all (t,w) € [to, T] x Q.

This two-parameter process Z is unique in the sense that if there exists another B(A) ®
HB([to, T]) ® 9/ B (Lus(R™; Ea))-measurable function Z with Z(-,t,w) = D, F(w) for Ay, @
Ply-almost all (t,w) € [to, T] x Q, it holds Z = Z A4 ® A to,71 @ Plg-almost everywhere.

Therefore, a representative DF € Liy(Q;Hp2(a,5,)) s always assumed to be this B(A) @
B([to, T)) ® 9/ B(Lus(R™; Es))-measurable function Z and

D,Fs(w) == Z(s,t,w)

for all (s,t,w) € Ax [tg, T] x Q. Moreover, let DVF: A x [tg, T] x Q — Ey denote the Ez-valued
measurable two-parameter process defined by

D! Fy(w) = Z7 (s, t,w) == Z(s,t,w)e;

for all (s,t,w) € A x [to,T] x Q and all j € {1,...,m}, where (€;);cq1,. m} s the canonical
orthonormal basis of R™, cf. formula (111.9). If furthermore Eo = Lys(R™; E3), where E3 is a
real separable Hilbert space, define

D! Fl(w) == DI Fy(w)e

for all (s,t,w) € A X [tg, T] x Q and all j,1 € {1,...,m}.

The spaces considered in Remark II1.16 occur for example when we apply the Malliavin deriva-
tive to integrands F': [to,T] x Q@ — Lgs(R™;R) of It6 integrals with F' € 2P(Q; H).

Example I11.17
Let F € 2P(S; H), and recall that

Hy = L*([to, T); Lus (R™; L*([to, T); Lus(R™; R)))),

see formula (IIL.2), where H = Hg. Then, the representative DF € Li(Q;Hy) is a B([to, T]) ®
B([to, T)) ® 9/PB(Lus(R™; Lys(R™; R)))-measurable two-parameter process. — Further, for
Mito,r1-almost all t € [to, T] and all j € {1,...,m} the representative DJF € Li(Q;H) is a
B([to, T)) ® 9/ 2B (Ls(R™; R))-measurable process, and DI F! is a 4/ (R)-measurable random
variable for Ny, m) @ Mg, 11-almost all (t,s) € [to, T| x [to, T| and all j,1 € {1,...,m}.
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Due to the following remark, the random variable D{ F! defined in Remark I11.16 is well-defined
since it does not depend on the order of taking the Malliavin derivative and evaluating the
stochastic process in time.

Remark III.18
Let F € 2P(Q; L*([to, T); E)), where E is a real separable Hilbert space. It holds

D} Fy(w) = Df (Fy)(w)

for Ao ® )\|[t0,T] ® Plg-almost all (s,t,w) € [to,T] X [to,T] x Q. Hence, the order of
the evaluatzon in time and the differentiation of F does not matter. Indeed, since F be-
longs to 9P(Q; L?([to, T); E)), it can be approzimated by a sequence (Fy,)nen where F, €
F(Q; L2([to, T); E)) with

Ky

Fn = ZGn,k'hn,kv
k=1

Gni € L (4 R) and hyy € L*([to, T); E). By definition, we have
D] Fy (w ZD Gi(w

for Mo, @ Plyg-almost all (t,w) € [to,T] x Q and all j € {1,...,m}. Hence, evaluating
D} F,(w) € L*([to, T); E) yields

D Fy( ZD G (W) i 1o (5)

for Migo 11 @ Mo, 1) ® Plg-almost all (s,t,w) € [to, T] X [to,T] x Q and all j € {1,...,m}, cf.
Remark II1.16. On the other hand, the evaluation of F,, yields

D=3 Guhar(s) € 7 (O E)

for Ay, m-almost all s € [to,T], and hence,

D!(F, ZD Gk (W) hy e (5)

for s, 11 @ Aito,11 @ Ply-almost all (s, t,w) € [to, T] x [to,T] x Q and all j € {1,...,m}. That
is, for all n € N, we have

D Fy(s)(w) = D} (Fy(s))(w)

for Mo 11 @ Aljgo, 1] @ Ply-almost all (s,t,w) € [to, T] x [to, T] X Q and all j € {1,...,m}. Since
F, — F in 9°(Q; L*([to, T); E)) as n — oo, it also holds that

D] F(s)(w) = D}(F(s))(w)

for gy @ Mo, 11 ® Plag-almost all (s,t,w) € [to, T] x [to, T] x Q and all j € {1,...,m}.
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The spaces 27(Q; R?) and 2P(Q;R) are connected in the following sense.

Remark II1.19

Considering x = (z*,..., 27T € R?, it holds for the Euclidean norm of x that
max |z'| < ||z < Vd max |z] (I11.12)
1e{1,....d} ie{1,....d}
forx = (z',...,2NT € R%. Let p € [1,00[. According to inequality (I11.12), we obtain
i i
[ n0) < [1Fllaze) < Vi max 7] ona (I1L.13)

for all F € 2P(Q;RY). That is, F € 2P°(Q;RY) if and only if F' € PP(;R) for all i €
{1,...,d}. Due to this, the chain rule from Theorem IIL.9, for example, does also apply to
R-valued random variables in 2P (Q;RY).

By using the Malliavin derivative for H-valued random variables, some properties of the diver-
gence operator ¢ are presented.

Lemma II1.20 ([113, Proposition 1.3.1})
It holds 2*($; H) C dom§ and

m

E[6(F)§(G)] :E[Z TF,?G{ dt} +E[i /tOT /tj(DgF;)(Diag)dsdt (I11.14)

j=1"% jil=1
for all F,G € 2?(; H).
For the representation of equation (II1.14), we also refer to [112, Equation (1.54)]. Considering

the second term on the right-hand side of equation (III.14) with G = F € 2?(;H), we
P-almost surely have

m T pT m T pT
Z/ / (DgFg)(DQFg)dsdt‘ < Z/ / (DIF})*dsdt = |DF|g,,.
to Jio =1 to Jio

j,l=1

Thus, we obtain

16(F)]

1
LZ(R) < (”F||%§§(Q;H) + HDFH%?;(Q;HH))Q = ||FH@2(Q;H)7 (111-15)

cf. [113, Equation (1.47)]. Next, we state a highly valuable property of the divergence opera-
tor.

Proposition II1.21 ([113, Proposition 1.3.3])
Let F € 2%(;R) and G € dom§ such that FG € L?(;H). If F§(G),(DF,G)y € L*(Q;R),
then FG € domé, and it holds

F§(G) = §(FG) + (DF, G)y

P-almost surely.
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The divergence operator § and the It integral are related as follows.

Proposition I11.22 ([113, Proposition 1.3.11])
Let F € LL(;H) be adapted to filtration (% )ieito,r)- Then, F € domd, and it P-almost surely
holds

5(F) :Z/ F} dwy,
j=1"t0

that is, the divergence of F' coincides with the Ito integral of F.

Due to this, the divergence operator § can be understand as an extension of the It6 integral to
anticipative stochastic processes and is also called Skorohod integral, cf. [128]. For F' € domd,
define

Z/t F) sWy ::/ F, 6W; == 6(F).
j=1"t

to

Thus, equation (II1.14) can be seen as an extension of the Itd isometry, cf. [113, p. 42], and is
referred to as covariance between Skorohod integrals, cf. [112, p. 39]. As in the case of the Itd
stochastic integral, the notation

TGt Wi = (6(GY),...,6(GNT = 6(G) (IT1.16)

to
for G = (G1,...,GYT is used, where G* € dom§ for i € {1,...,d}.
The following proposition and lemma focus on the Malliavin derivative of an It0 integral and

an integral over time, respectively. These properties are needed in order to derive the Malliavin
differentiability of the solution of SDDE (II.1).

Proposition IT1.23 ([113, Lemma 1.3.4])
Let F € Lé(Q;H) be adapted to filtration (% )cjt,, ), and consider the stochastic process

(Gt)iefto,r) given by Gy = 3700, fti) FIAW!. Then, it holds Gr € 2%(Q;R) if and only if
F e 2?(Q;H). In this case, (Gi)iepm) € 229 L2 ([to, T); R)), and it holds for all t € [to, T]
and j € {1,...,m} that

m t m t
pi(X [ Fawi)w) = Fliw)+ Y [ Dl am)
j=1"%o j=175%

Jfor Nt 1) @ Ply-almost all (s,w) € [to, ] xQ and alll € {1,...,m} as well as that D.Gy(w) = 0
for M, 1) ® Plg-almost all (s,w) € ]t,T] x Q.

The following lemma is for example used in [113, Equation (2.49)] without proof.

Lemma II1.24
Let F € 2P(Q; L*([to, T];R?)) for some p € [1,00[ and G = ft:OFFS ds. Then, it holds G €
2P (Q;RY) and

. T T .
Dg/ Fsds(w):/ D! Fy(w) ds

to to
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for Migo, 11 @ Plg-almost all (t,w) € [to, T] x Q and all j € {1,...,m}. If in addition (F})scr, 11
i8 (Gt )1e(to,T)-PTOgressively measurable, it further holds

. T T .
Dg/t Fsds(w):/t D] Fy(w)ds (II1.17)
0

for Mo, 1) ® Plg-almost all (t,w) € [to, T] x Q and all j € {1,...,m}.
Proof. The proof is stated in Section IIL.3, see p. 47. O

In order to show that term Rj in the proof of Theorem IV.9 is of order O(h) as h — 0, we
further need the boundedness of the Skorohod integral in LL(;R).

Proposition II1.25 ([113, Proposition 1.5.4])
Let p €]1,00[. The divergence operator & is continuous from 2P(Q; H) to LL(S;R), and hence,
there exists a constant cs, > 0 so that

16CE) |z, () < CopllFllow@im) (IIL.18)
for all F € 2P(; H).
In view of Lemma III.20 and inequality (III.15), we have cs2 = 1 in inequality (II1.18). Con-

sidering the Skorohod integral as an extension of the It6 integral, inequality (III.18) can be
regarded as the counterpart to Burkholder’s inequality from Theorem II.4.

Proposition II1.25 is only stated for Skorohod integrals that take values in R. Using defini-
tion (II1.16) and the triangle inequality, we can easily extend inequality (III.18) to Skorohod
integrals that take values in R?. These considerations are detailed in the following because
the resulting inequality is used the proof of Theorem IV.9, see term Rj in formula (IV.116) in
particular.

Let F = (F!,...,FO)T with F* € 9P(Q;H) for ¢ € {1,...,d}. The triangle inequality implies

16(F)]

LE (RY) =

1 d 1
2 2
< S(FY)||?

Fom <§ l16( )HL;(Q;RJ ,

@ 7R) =1

d
> I6(F)P
=1

and then, Proposition I11.25 yields

d 1
2
I5CF . gimey < e SIF Wy ) (11L.19)

=1

Next, we insert the definition of the norm ||-|| g»(;m), see equation (II1.11), and further estimate

inequality (III.19). Using the inequality (c¢] + cg)% < ¢1 + ¢ for ¢1,¢9 € [0,00] and g € [1, 00]
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additionally, we obtain

H5(F)||L;(Q;Rd)

d 1
2
é 067p< § :(HFLHi%(QH + ”DFLHLP QH )) )

=1

3N

d 27\7 \2
_057,,( ( (Z/ \F"J|2du> +E ( Z / yDng;ﬁdedu)pD )
=1 Ji,J2=1
d 2 %
P
_cg,p<z< yFw du . // |D92F"]1\2dvdu P >>
=1 j( ]1 ]2 1 to Jto QR)
d
2
p<z Z/ IEY 2 dul , + / !D”F“Jl|2dvdu . )
=1 L (4R) j1,ja=1"t0 o L (%R)

(I11.20)

I11.2. Malliavin Derivative of Stochastic Delay Differential
Equations

The Malliavin derivative of the solution of SDDE (II.1) is studied in this section, see Theo-
rem II1.26 below. Similar results have been obtained by Yan, see [137, Proposition 7.4] and
[60, Proposition 3.1], and earlier by Hirsch [58, Theorem 3.1].

The statements in [60, 137] are however not entirely true. The initial condition of the considered
SDDE is assumed to be random and stochastically independent of the Wiener process, see [137,
Equation (7.1)] and [60, Equation (1.6)]. But the solution of the SDDE is not differentiable then,
in the sense of Malliavin, as it is not 4-measurable, cf. definitions III.1, IT1.6, III.11, and III.15.
Thus, the initial condition considered in [137, Proposition 7.4] and [60, Proposition 3.1] should
be deterministic.

We refer to [113, Theorem 2.2.1] for the Malliavin derivative of solutions of SODEs. The proofs
of [137, Proposition 7.4] and [60, Proposition 3.1] are based on the proof of [113, Theorem 2.2.1].
We present a similar but different proof, which is based on more elementary techniques, namely
we do not use [112, Proposition 1.5.5 and Lemma 1.5.4]. Moreover, we state the upper bound
in the SP([to — 7, T] x Q;R%)-norm of the Malliavin derivative of the solution of SDDE (I1.1) by
greater detail on the constants than in [137, Proposition 7.4] and [60, Proposition 3.1] or [113,
Theorem 2.2.1] in case of SODEs.

In the theorem below, the initial condition is assumed to be deterministic. In the analysis of
term R in proof of Theorem IV.9, we transfer SDDE (II.1) with stochastic initial condition to
an SDDE with deterministic initial condition in order to apply Theorem I11.26 below. For more
details on that, we refer to the proof of Theorem IV.9 and in particular to Lemma IV.19.

Theorem II1.26

Consider SDDE (I1.1) with initial condition € = x: [to—T,to] — RY being a deterministic cadlag
function. Let the Borel-measurable drift a and diffusion ¥, j € {1,...,m}, of SDDE (IL.1)
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satisfy the global Lipschitz and linear growth conditions (11.8), (I1.9), (I1.10), and (I1.11). Fur-
ther, let a(t,t —T1,...,t —Tp,-...,"), b (t,t —T1,...,t = Tp,-...,-) € CHR>PHI. R for
all j € {1,...,m} and t € [to, T].

Then, it holds for the solution X of SDDE (I1.1) with initial condition x that X; € 2P(Q;RY)
forallt € [ty — 7,T] and all p € [2,00[. For all s € [to,T] and j € {1,...,m}, the Malliavin

derivative DX = (D]X1 D]Xd) is the unique strong solution of the d-dimensional linear
SDDE
0, tE[to—T,S[,
, D d
T xy s [ Y 00T X)) DX, du
DX = s 1= =1
m t D d
#3033 (T X DXL W ve o)
\ k=1"% 1=0 i=1
(IT1.21)

and it holds

2 1
sellioom) S:&I?T}HD 2 X s (tio—riramty < O0p (L IX ooy —r ryx0my)” (I11.22)
for all p € [2,00[, where
pLy/m
CD,p = \/iKbed(D“rl)Q (\/ftOLa, \/L ) (T*to)‘
Proof. The proof is stated in Section IIL.3, see p. 49. 0

I111.3. Proofs

Proof of Theorem I11.9

Proof of Theorem II1.9. The Malliavin derivative can only be calculated for smooth random
variables explicitly yet, cf. Definition III.3. Other Malliavin derivatives of random variables in
the closure 2P(Q;R) are then obtained as the limit of smooth random variables. Thus, the
random variable ¢(F') has to be approximated by smooth random variables in order to show
the assertion of Theorem III.9.

In the following, we approximate random variable F; € 2P(;R) by a sequence (Fj p)nen with
Fin,eZ(Q;R) foralll € {1,...,L} and function ¢ by a sequence of functions in Cgo(RL;R)
as indicated in [113, p. 28]. The latter can be done by mollification, see e. g. [40, Section C.5].

Let ¢ € C°(RY:R) be compactly supported with

P(z)de =
R
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III. Some Results on the Malliavin Calculus

For example, one can choose

1
celel’=1||z]| < 1,
o) ol
0 ]| > 1,

where ¢ > 0 is a constant such that [z ¢(z) dz = 1. Further, for e > 0 and z € R*, we define

_ 1
Ve(x) =€ Lz/;(fat),
where [pr ¢)e(z)dz = 1and ¢, € C>®(RL;R), cf. [40, p. 713]. Following [40, p. 714], we consider
the convolutlon e =@ *1).: R — R defined by
(pxvle) = [ eliate =) dy= [ | oo = p)vlo)dy = (b < p)(a).

RL
Since 1. belongs to C®(RY; R), we have ¢. € C®°(R¥*;R). Because 1) is compactly supported,
the continuity of ¢, and because of

@ () — p(z) = /RL Ve (y) (p(x —y) — o(x)) dy = /RL W(y) (p(x —ey) — o(x)) dy,

where the first equality follows from

| o@de= [ v@az =1

and the second equality from a substitution, it follows by the dominated convergence theorem
that lim._o - (x) = ¢(x) for all z € RL. Hence, ¢ is a mollifier. Similarly, since

O, pe = O, (0 % Ye) = (On,p) * Ve
and ;¢ is continuous, it also holds for all I € {1,...,L} and = € R* that

litn 0y, 02 () = Ouy o).

In the following, we show that . is of polynomial growth in order to obtain (. € CEO(RL; R).
According to the assumption |9y,¢(z)] < C(1+ ||z|? )2 for all z € RY, we claim that |p(z)| <

(1 + [z ||? ) *for all z € R, where C' > 0 is a constant. In fact, using the triangle inequality,
the mean value theorem [57, p. 278], and using the Cauchy-Schwarz inequality, we have

p(@)] = lp(0)] < ew(z) = #(0)]

e, 0 (0x) d

L
gz/o 102, 0(6)] 46 |
<O+ ) Zw

<O+ 1) P20
n% 1 2\ 3
<C(1+[l=)?)2 Lz (1 + [|=|%)>
1 x+1
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and it follows
1 x+1
o(@)] < (Je(0)] + CL2) (1 + [|l=[|*) 2 (I11.23)

for all z € RY. Let wék) be the kth derivative, k € Ny, of ¥.. For a function g € C(RL; R) with
lg(x)] < C’(l + ||2)|?) % for all € RY and an exponent v € [0, oo, it holds

|w@*muﬂs/'w9@ﬂax—wmy
/ [0 ()| (1 + [l — y]2) F dy
Sé/}wﬁkmu 14 22 4 2)y]2) ¥ dy
R

~-C |05 ()] (1 + 2] + 2]|y]|?) * dy

[—e.c]®

gé/‘ [ ()| (1+ 2)|z||® + 2Le?) % dy
—65

B

that is, for every fixed ¢ > 0, the mollification wék) * g has polynomial growth of order v. Thus,
we have p. € C° (RY;R), and in particular, we obtain, using the considerations above with
k =0, that

lpel@)] < C@(+ L)) (14 [al) T (111.24)
and
O p-(2)] < C(21+ L) E (1 + 2]?)

for all z € RY.

We continue with the approximation of ¢(F) with smooth random variables. Since F; €
2P (4 R), there exist sequences (Fj ,,)nen with £, € . (;R) and lim,,—, F,, = F} in 2P((; R)
for all [ € {1,...,L}. Moreover, F}, € .7(;R) has a representation

T T
ﬂ,n = fl,n </ hl,l,n(s) dW87 cee 7/ hKl,n,l,n(S) dWS)?

to to

where f;, € CI‘,’O(RKlv“;R) and hy;, € Hforall k e {1,...,K;,},l€{1,...,L},and n € N.
Because of ¢, € C]‘)’O(RL; R), the function

(yl,l,m o 7yK1,n,1,n7 - Y1,Liny - - 7yKL’n,L,n)

= Qe O (fl,n(yl,l,na ce 7yK1,n,1,n)a ce afL,n(yl,L,na ceey yKL,n,L,n)>
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III. Some Results on the Malliavin Calculus

belongs to CSO(RZlLﬂKL";R), and thus, we have ¢.(Fy,) = ¢-(Fin, ..., Frn) € L (;R). Due
to this, we can calculate the Malliavin derivative of (. (F,,) using Definition II1.3 and obtain

L Kln T T
Dee(F) =33 upe(F)y fi < | s W [ i als) dWs) .
1=1 k=1 to to
L Kl n T
=3 0ulB2) 3 O n( / () Wer-os [ i) dWs> .
= k=1 to
= Z 890; 905 D-Fl ne
Now, it is left to prove that
lim hm||cpg( n) —e(E)|| _»_ = 0. (I11.25)

n—00 e—0 2 xF1 (;R)

Without loss of generality, let 0 < € < 1. Then, using the polynomial growth of order x + 1 of
¢ and @, see inequalities (I11.23) and (II1.24), we have

o(F) < C(1+ [FI2) S e Ly (R),

+ _p_
e(F)| < C(2+20)" % (L+||F|?)® e Ly (4R),

and
oe(F)| < C@+20) 5 (14 | Fa®)™F € LT (@R)

because Fj, Fy, € L@(Q; R). The triangle inequality and the dominated convergence theorem
imply

lim_lim|[|ge(Fn) = o(F)l| 2

n—o00 e—0 LF (4R)
< i -
Jim Tim || oc (F,) — %(F)”L;%(Q;R) + lim | (F) w(F)V\Lé%(Q;R)
= nh_)ng() H hm we(Fp) — SDE(F)HL(;%(Q;R) + H 213(1) we(F) — SD(F)HL?(Q;R)

= lim F,) —o(F)|| _»_ + 0.
A EEARE TR

Due to Vitali’s convergence theorem, see e. g. [38, p. 262] or [74, Proposition 4.12], lim;,,_,o F}, =
F in L@(Q;RL) is equivalent to lim,,_,~ F}, = F in probability and (|| F},||”)nen is uniformly
integrable. Since ¢ is continuous, it also holds lim, . ¢(F,) = ¢(F) in probability [67,
Theorem 17.5]. According to the growth condition of ¢, we P-almost surely have

_p_ ~ r
lo(Fo) |57 < C(1+ [1Fall?) 2,

and the uniformly integrability of family (|| F},||P)nen implies that (|(P(Fn)|#)n€N is uniformly
integrable as well [76, Theorem 6.18]. Using again Vitali’s convergence theorem, it follows

dm llo(Fn) — () 5 o)

=0,
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and thus
Jim limlle. (F,) — SO(F)HL;%(Q;R) =0. (111.26)

In the following, we show that lim, o lime_ ¢ Zlel Og,pe(Fn) DFy,, = Zlel Oz, o(F)DF; in

p 3
L™ (5 H). Let Ly (Q;R) = LP (2 R) in case of x = 0, where L (Q;R) is the Banach space
of all essentially bounded and ¥¢/%(R)-measurable random variables Z: @ — R. That is

Z\ oo ar) = | Z]|| Lo (q:r) = €sssup|Z(w sup |Z < o0.
17z 0 = 1211~ 0m) = essswplZ)l = o sup 12(2)

Using the growth condition on d,,¢ and since F; € 2P({;R) for [ € {1,..., L}, we obtain

105, 0(F)| <o+ FI7)2 |

X
P < 2 e
LY (R) L (R)

< 00,

and thus, we have, using the triangle and Hélder’s inequality with XTJfl = % + %, that

L L
0z, 0(F)DF, < O, DF,
; i lLﬁ(ﬂ;H) ;‘ P lHLX“(QH)
L
= O, 0(F)D
S 1m0 DA g
L
= 0z, 0(F)|||DF;
;H! P l"H“Lf(Q;R)
<

RPN (LT o

Pjh FMh

|0z, p(F)|| 2 ”DFZHL” P (;H) < OO

1 Lg(

o~
Il

P

Similar considerations as the ones above provide 0,0 (Fy,), Oz, ¢ (F), 0z,0:(Fp) € Ly (S5 R) as
_p_
well as 31, 8z, 0:(Fy) DFy, € LT (Q; H).

_p
In order to show the convergence in formula (II1.25), we now consider the L*" (Q; H)-norm

_p_
within the graph norm ||- || The convergence in Ly (Q;R) is already stated in equa-

T (QR)’
tion (III.26). Using the trlangle inequality, it holds

$1808 Dﬂ ,n Z axlSD Dﬂ

P

LT (H)
< Oz )(DE,,, —DFE)| = + /(0,0 (Fp) — Op, 0(Fr)) DEY|| _»_
ZH e (F)(DF = DE oty | @roe(F) = @B DRy
+ (O, p(Fn) — Oz, 0(F)) DE| :
; (H)

(I11.27)
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At first, consider the case of xy = 0 in the following. Then, we have |0;,¢(x)] < C and
02,0 (2)] < C for all z € RY . Hence, it follows

lim Lm0y, 9 (£n) (DFin — DE)||1g ) < lim C[[DEFy, — DE|p o) = 0.

n—oo g

Using ||(0s,0(Fr) — 8$lg0(Fn))DFlHLz§;(Q;H) < 2CHDFZ||L§;(Q;H)7 the dominated convergence
theorem implies

lim 1im[|(9z, e (Fn) = 920 (Fn)) DEY| 2z (oum)

n—o00 e—0
= Jim || i (Or o2 (Fa) = 0w (Fu) DF| |,

=0.

Since lim,, o0 I, = F in L%(Q;RL), it also holds lim, .o F;, = F in probability, and this
implies, together with the continuity of 0s,¢, that lim,_,. 0y,¢(Fy) = Oz,¢(F') in probability
[67, Theorem 17.5]. Using that ||(0,¢(Fy) — 8xlSD(F))Dﬂ‘|L;(Q;H) < 2C’HDF1HL;(Q;H) for all
n € N, [67, Theorem 17.4] yields

lim [[(0z,0(Fn) = 0z p(F)) DE| p () = 0-

n—

In the case of x = 0, we thus have

lim lim
n—00 e—0

e =0. (I11.28)
LT (H)

Z axl(;oa Dﬂ n Z a:(:ﬁo DFZ

In the following, let x € |0,p — 1]. Using inequality (II1I.27) and Holder’s inequality, it holds

_p_
LT (H)

20 (Fn) DF}y — }:@#) )DF,
=1

L

Z 0wy e (Fn)ll 2 |IDFn — DE| 1z .m) (111.29)

— Lg (%R)

+ 10z 0e(Fn) = Ozp(Fn)ll 2 - IDFllr )

L (S5R)

+ (102, 0(Fn) — O p(F) | IDE 22, 0;m)-

y
LY (945R)

Without loss of generality, let 0 < € < 1 again. Since we have

X
2

[N'e

10,02 (F)| < C(2(1 + Le?)) 2 (1 + || Fu?)
ya
<C@+2L)F(1+|FlP)? € Li(R),
we obtain by the dominated convergence theorem that

gg%”amspa(Fn)”Lg(Q;R) = Hgﬂam%(F”)”Lg(Q;R) = ||a:c190(Fn)” g(ﬂ ]R)

According to Vitali’s convergence theorem, due to the continuity of 0;,¢, and because

D
2

0o (F)[X < Cx (14 || Fal?)
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P-almost surely, it follows lim,,_,o Oy, ¢ (Fy) = O,¢(F') in probability and (|04, s (Fy,

uniformly integrable. Thus, we obtain

S 190 () = Bup Pl g =0
and therewith
Jm0up (0l g IDF = D
i 10 e (Fa)l 2l IDFi — DEug o
J0np ()l 2 0
=0.

Since 0 < € < 1, we have

X
2

Oee (F) = Do (F)| < O((2(1+ Le?) ® +1) (1 + | Ful?)

x X L
<C(2+20)2 + 1)1+ [1Fal?)® € Ly (4 R),
and the dominated convergence theorem implies
lng 0o (Fe) = Qa2 = i Oee(F) = Do Ful 2 =0

Further, we obtain, using equation (II1.30), that

nllrgo"axzw(Fn) — O p(F))] HDFZHL’E;(Q;H) =0,

ya
L (4R)

2 .
) nen is

(111.30)

and thus, the right-hand side of inequality (II1.29) converges to zero as ¢ — 0 and n — oo.

With equation (II1.28), we have

Z%% )DE}, — Z%cp )DF,

lim lim
n—o00 e—0

L =0
)

for all x € [0,p — 1] in conclusion, that is, ((¢z(Fy))e>0)nen converges in @ﬁ(Q;R) ase — 0
and n — oo. Thus, it holds p(F) € @ﬁ(Q;R) and Dp(F) = Zle Oz, 0(F') DF; P-almost

surely according to the closeness of operator D.

Proof of Lemma I11.24

O]

Proof of Lemma III.24. According to the assumption F € 27(Q; L?([to, T];RY)), there exists
a sequence of L?([tg, T];R%)-valued smooth random variables (F})gen such that Fj, — F in
PP (Q; LQ([to,T] RY)) as k — oo. Since Fy € .7(Q; L?([to, T];RY)), we can assume that Fj, =

Zl 1Fkl hkl where Fkl S y(ﬂ R) and hkl € L2([t0, ]7Rd).
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III. Some Results on the Malliavin Calculus

Defining G}, == fto Fi(s) ds, we have
G = ZFkl / hk,’l s)ds € y(Q;Rd). (I11.31)
Since Fy, — F in 2P(Q; L2([to, T); RY)) € LE(Y; L2([to, T); R)) as k — oo, the Cauchy-Schwarz

inequality implies G, — G in L (€); RY) as k — co.
According to equation (I11.31) and Definition II1.13, we obtain by linearity

T
D]Gk DJ<ZFkl / hkl > ZD Fkl / hkl(s)ds

to
T "k .
/ ZD Fkl hkl )dS:/ Dng(S)(w)dS
o 1—q to

for i, 171 ® Plg-almost all (t,w) € [to,T] x © and all j € {1,...,m}. Now, we use the
convergence DFy, — DF in LE,($; HLQ([tmT};Rd)) as k — oo in order to show DGy, — ft:gDF(s) ds

in L;(Q; Hga) as k — oo. By rewriting the norms as well as applying the triangle inequality
and the Cauchy-Schwarz inequality, it holds

T T
H/to D F(s) ds—/t0 DF(s)dsHLg(Q;HRd)
= “/TDFk(s)ds—/TDF(s)ds‘
to to
= H /tTDFk.(s) —DF(s)ds
0

(|2

0 321

0_]1

Lig (L2 ([to, T); Lus (R™;RY)))

Lig(L2([to, T); Lus (R™;RY)))

P
2

3=

2
dt

| D

i Tm
< Tt0<E/ / (DyFi(s) — DyF(s)) ;]| ds dt

il
)

T
/ D,Fj.(s) — D,F(s)dse;

to

NS

T
/ (D Fi(s) — D,F(s)) e;ds

1y

= T—t0<E /ZHDFk DF)€JHL2[t T]]Rd)dt

O_]l

[SIS]
=

= \/m<E HDtFk D.F|7, (R™L2([to,7)iR%)) 4

to

= VT = tolDEy = DFI| 1 (0012110 17 Lizs (R™5L2 (20, T1:R)))

= VT —t|[DFy —DF|| 1z n

where (e;)jeq1,..,m} is the canonical orthonormal basis of R™. Letting & — oo, the right-

L2(jtg,T)Rd))

hand side of the inequality above converges to zero. Thus, we have G, — G in PP (Q;Rd) as
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k — oo and D!G(w ft D! F(s)(w) ds for M to,1] ® Plg-almost all (t,w) € [to, T] x Q and all
je{l,...,m}. Equatlon (IH 17) finally follows from Corollary IIL.8. O

Proof of Theorem 111.26

The proof is similar to the proofs of [137, Proposition 7.4] and [60, Proposition 3.1] as well as
[113, Theorem 2.2.1] in case of SODEs. However, we waive the use of [112, Proposition 1.5.5
and Lemma 1.5.4] and utilize simpler facts instead.

Proof of Theorem II1.26. At first, we show the existence and uniqueness of the solution of
SDDE (II1.21) for arbitrary fixed s € [tp,T] and j € {1,...,m} using Theorem II.12.

Choosing
¢ 0, tE[to—T S[
t = ;
V(T (s,Xs)), t=s
A(t,t—Tl,...,t—TD,Zo,Zl,...,ZD,wQ,l'l,...,(L'D)
D d
:Z 8x}'a(t,t—'f1,...,t—TD,Zo,Zl,...,ZD)a};,
=0 =1
and
Bk(t,t—Tl,...,t—TD,Zo,Zl,...,ZD,wo,m'l,...,{L'D)
D d
:Z 8x;'bk(t,t—Tl,...,t—TD,Z(),Z’l,...,ZD)w;
=0 =1

forall t € [s,T], k € {1,...,m}, and 2y, 2 € R?, we recover SDDE (I1.13). Using the Lipschitz
conditions (II.8) and (I1.9) as well as the Cauchy-Schwarz inequality, it holds

D d 4 '
sup (t,t —T1,...,t —Tp,20,21,---,2D)(x] — Y])
te(s,T) —0 i
z€R?: 1€{0,1,...,D}
D d ) A
< Lazz‘:ﬁ _ylZ’
1=0 i=1
D
< LeVd )z =yl
1=0
<LWNVAD+1)  swp o -yl (I1L32)

1€{0,1,...,D}
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III. Some Results on the Malliavin Calculus

for all ;,4, € R, 1 € {0,1,...,D}. Choosing y = 0 for all I € {0,1,...,D} in inequal-
ity (II1.32) above, we obtain

D d
sup ZZ za/tt_Tl, ot —TD,y 20,21, 2D) T}
te(s,T) —0 i
z€R%: 1€{0,1,...,D}
< LyVd(D+1)  sup || (I11.33)
1€{0,1,...,D}
1
< La\/g(D +1) sup (1 + ||xl||2) 2
1e{0,1,...,D}

for all z; € R%, 1 € {0,1,...,D}. Similarly, we have

sup max

D d
E g Ti,...,t —TD,20,21,---,2D)(T] — Y])
te[s,T) ke{Lm} || = =

z€R®: 1€{0,1,...,D}

< LyWdD+1) sup o —y

1€{0,1,...,D}
(I11.34)
and
D d A
sup max Tl ooyt —TD, 20,215 -+, 2D )T}
R T N PRI |
z€R®: 1€{0,1,...,D}
<LyWdD+1)  sup ||z (II1.35)
le{07177D}
1
< LydD+1)  sup (14 [a]?)?
1€{0,1,...,D}

for all z;,5, € R% | € {0,1,...,D}. Thus, the global Lipschitz and linear growth con-
ditions (II.14), (II.15), (IL.16), and (II.17) of SDDE (II.13) are fulfilled with L4 = K4 =
LoVd(D +1) and Lp = Kg = LyV/d(D +1). Using further the linear growth condition (I1.11)
and that the initial condition x is deterministic, we obtain

[N

H§‘|sp([t0_T,S]XQ;Rd) = ”bj(T(S,XS))”L%(Q;Rd) < Kb(l + HXuép([tonyT}XQ;Rd)) (HI-?’G)

Then, Theorem I1.12 provides the existence and uniqueness of a solution of SDDE (II1.21) for
arbitrary fixed s € [tg, 7] and j € {1,...,m}. This solution further belongs to SP([to — 7, T X
OQ;RY), cf. inequality (I1.18).

In the following, we derive a sharper estimate of the solution of SDDE (I11.21) than in inequal-
ity (IL.18) from inequalities (II1.33) and (II1.35). Similarly to the estimates (II.25), (11.26),

50



II1.3. Proofs

and (I1.27), it holds
j 2
HD?QXHS;D([)&O,T,T} XQ;Rd)

< 2[6 (T (s, X)) 25 (s + 2 ZZ@ ia(T (u, X,)) DIXE_, du
L (URY)

=0 =1

SP([s,T]xuRY)

d
Zaxfbk(T(u, L)) DIXE AWk

uU—T]
S 1=0 i=1

2
S ([s,T) XQ;R’i)>

< 2b(T ( X me)
L pL \F

and Gronwall’s Lemma I1.7 implies

max  sup |DIX|?

Je{L,sm} sefto,T] 8P ([to—7T]x %R

(111.37)

Lyvm
<2 max sup |V/(T (s, a(D+1)? (VT T La+ 257 ) (T—t0)

2
Je{l,...om} sefto,T) S))HL%(Q;Rd)e

Since the initial condition of SDDE (II.1) is assumed to be deterministic in this theorem,
inequality (II1.37) above holds true for all p € [2, 0o, cf. Theorem IL.8. Then, inequality (II1.22)
follows by taking the square root of inequality (I11.37) and using inequality (I11.36).

In the following, we show that solution X of SDDE (I1.1) with the deterministic initial condition
x is differentiable in the sense of Malliavin and its Malliavin derivative is in fact the solution
of SDDE (II1.21). So far and for the time being, DZX is only the name for the unique strong
solution of SDDE (III.21), where s € [tg,T] and j € {1,...,m} are arbitrary fixed and has
nothing to do with the Malliavin derivative yet.

As in the proof of Theorem II.8, we consider the Picard’s iterations

. tety— T tol,
xO . ] [to — 7, to]
xtoa

t € to, TY,
and
. t € [to — 7, to],
XY= /tt a(T(u, X)) du + kil /tt AT (s X)) AWt € o, 7]

for ¢ € Ny. According to equation (I1.29), we have
: (0) _
Jim [1XE = Xl o0y = 0 (IIL.38)

forall ¢t € [tg —7,T] and p € [2,00].

In the following, we show that Xt(e) IS4 (Q;Rd) is the Malliavin differentiability for all ¢ €
[to, T, ¢ € Ny, and p € [2, 00].
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III. Some Results on the Malliavin Calculus

Let p € [2,00[ be arbitrary fixed in the sequel.

Since z; € R? for all t € [to — T, t0], z¢ is an R%valued smooth random variable, and we have
DXt(O) = 0 by Definition TI1.13 for all ¢ € [ty — 7,T]. Thus, it holds X € 27(Q;R?) for all
t e [to -7, T].

According to Remark II1.19, we also have Xt(o)’i € ZP(4R) for all t € [tg — 7,T] and ¢ €
{1,...,d}. Due to the assumptions on coefficients a and b*, k € {1,...,m}, the assumptions
of Theorem III.9 are fulfilled with x = 0. Using Lemma III.24, Proposition III1.23 in addition,
we obtain Xt(l) € 9P(Q;RY) for all t € [ty — 7, T], and it holds

,

0, tE[to—T,S[,
PO s / ZZala T(u, X)) DIX du
Dth - $ 1=0 i=1
+Z/ Zzaz-bk(T(u, Oy Dix Vi awk, tels T,
S =0 i=1
(I11.39)
. 0, tE[tQ—T,S[,
(T (s, X)), tels T,

for all (s,w) € [to,T] x @ and all j € {1,...,m}. Because of linear growth condition (II.11)
and X© being a cadlag function, same result could be obtained by considering Xt(l)

RY-valued smooth random variable and applying Definition ITI.13.

as an

Using the same arguments in the derivation of equation (I11.39), it follows inductively over
¢ € N that Xt(g) € 9P(Q;RY) for all t € [ty — 7, T], where

(

0, tE[to—T,S[,
' t D d '
e b (T (s, X0 (w))) + / 3> Oa(T(u, X (@) DIXL25 (w) du
DX, (w) = 8 1=0 =1
m t D d
+<Z/ SO0 (T (u, X)) Dix{? dW’“)( ), tels,T],
k=1"% 1=0 i=1
(II1.40)
for A7) X Plg-almost all (s,w) € [to,T] x Q and all j € {1,...,m}.
In the following, we show
. ¢
élggouDX,S '~ DXl om0 =0 (IT1.41)
for all t € [tg — 7,T] so that with equation (II1.38), we obtain
. 0
Jim [1X57 = X ey = 0 (II1.42)

for all t € [to — 7, T]. It is only when the convergence in equation (IIL.41) holds true that DX,
really is the Malliavin derivative of X; and its name meaningful. So far, we only know that
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II1.3. Proofs

the solution at point in time ¢ € [ty — 7,T] of SDDE (II1.21) denoted by DJX, exists, where
s € [to,T) and j € {1,...,m}.

In order to show the convergence in equation (I11.41), we first make the following considerations.
By rewriting the norms, using triangle inequality and taking the supremum over time, we have

¢
DX~ DXl o m,0)

¢
= HDX( ) DX v (Q;L2([to,T); Lus (R™
( KZ IDix( ~ pix, ‘2d5>

- DIX; szs

)

1
)
L% (R)

1
. e . 5
< (Z / DX~ D01 0 )

< /T —toy/m max  sup ||D]X o DgXtHLP(Q;Rd)

Je{l,..m} s€[to,T)

< \/T—tof X = sup |DIx®) DgXHSp([tO_T’T]XQ;Rd). (I11.43)

€{1,...,m} s€lto,T)

RY)
p

If the right-hand side of inequality (III1.43) above converges to zero as ¢ — oo, the left-hand
side thus converges to zero as well. Subsequently, we show

(£+1 j
elinolojefnl,a},{m}sesﬁpﬂHDjX = DIl g1y 71x 020 = 0 (ILIL.44)

in order to prove equation (III.41). The same considerations used in the derivation of inequal-
ity (II1.22), also cf. inequality (I1.27), yield

(£+1)
max  sup HDJX Hsp to— 7T x QR
JE{Lom} se[to, T (fto=rT]x )

(IIL.45)
¢ 1 d(D+1)2 (VT =t La+ P20 ) " (T—to)
< VB (14 IXO N ) H HE) @

for all £ € Ny and maxjeqq,. m} supse[toﬁp]HD;ZX(O)Hsp([tOiTT]XQ,Rd) = 0. Inserting inequal-
ity (I1.27) into inequality (I11.45), we obtain

max sup [|D? x (¢ H J
JE{Lsm} seltoT] SP ([to—T T]x %R

< \/iKb(lJr? sup || ) (VT Z0) a0 1) (VT Lt ZEE) ) (Tt
tE[to—T,to]

(I11.46)

for all ¢ € Ny. Thus, the right-hand side of inequality (II1.43) is finite for all £ € Ny. Considering
the norm on the right-hand side of inequality (II1.43) and inserting the representations (I11.40)
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III. Some Results on the Malliavin Calculus

and (II1.21), we obtain by rewriting and applying the triangle inequality
DIX D — DX || so(1to—r ] x 2R
< (T (5, X)) = V(T (5, X))l 12 (mety

+ /ZZ@xia(T(u,Xg’f>))(DgX§) ~DIX!_.)du
S =0 i=1 : SP([s,T]x;RY)
. D d
+ / DS (0ua(T (u, X)) = 0,5a(T (u, X)) DIXL_, du
S 1=0 i=1 : : SP([s,T]xRY)
+ Z/ ZZ@ DT (u, X)) (DIXDE —DIXE ) dwk
S 1=0 i=1 SP([s,T] xuRY)
D d
+ Z / 3D (00" (T (u, X)) = 0,:0* (T (u, X)) DIX,_, AW
S =0 i=1 : : SP([s,T]x%RY)

(I11.47)

for all s € [ty,T], j € {1,...,m}, and ¢ € Ny. Using the Lipschitz conditions (I1.9), (II1.32),
and (II1.34), it follows, similarly to estimates (II.22) and (II.23), by triangle inequality, Holder’s
inequality, and Zakai’s inequality from Theorem II.6 for the first, second, and fourth term on
the right-hand side of inequality (II1.47) that

Hbj(T(SaXs(f))) - bj(T(SaXs))HLg(Q;Rd) < LbHX(g) - X”SP([tO—T,T]XQ;]Rd)’

|33 00 ) (0125 - D

=0 i=1

SP([s,T]xSuRY)

< LVd(D +1) / IDLX® — DXl gy 0 ezt s

< LoVd(D +1)\/T — to(

' IDix® _ pix|2 ’
t DX = DiX g 1197y xrr d“) ’
0

and

Za b (T (u, XO)) (DIXDF —DIXE_ ) dwk

u—T u—T
S 1=0 i=1
pr\f(DH)m , B
< — |DIx®) DJXHSP (to—ragxaumdy U ) -
VP 1 to

Using the triangle inequality and Zakai’s inequality from Theorem II.6, we estimate the third
and fifth term on the right-hand side of inequality (II1.47) and obtain

5P ([s,T)x %uR?)
1

u—T

ia(T(u, X)) = 0,50(T (u, X)) DIX_, du

H 5 1= Oz Sp([5,T)x RY)

du
LY (R%)

D d
Z > (DT (. X)) = Oyga(T (. X.)) DIX o,
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II1.3. Proofs

as well as

m . D d
> / DD (0t (T (w, X)) = 0,0" (T (u, X)) DIX o, AW
k=179 ‘

Sp([s,T]xuRY)

1 =0 i=1
< b
= /p=1
T m D d o 9 %
X</ DD D 0 (@b (T (w, X)) — 06" (T (u, Xu))) DIX o, m&.
to k=1 =0 =1 L%(Q;Rd)

Inserting the previous five estimates into inequality (II1.47) and square both sides of the in-
equality, we have, using inequality (IL.6) for all £ € Ny, that

i x (+1) _ i x||2
el b 1P X DX o 1t r,11x 02
. (IT1.48)

<c®W4c max  sup ||[DIX) — du

D]X
to je{l,...m} s€[to,T) HSP([tofq-,u]Xﬂ;Rd)

where

c =2 (LbHX(E) = Xllsp(jtg—r.11x2m)

T
+ / ' max sup
to JE{I 7777 SE[to,T]

— 045a(T (u, Xu))) Dqui_Tl du
: L%, (R)
D m D d
+ / max  sup (0, bk T (u, X9
b— 1 ( to ke 1.76{17 7m} Se[to, Z(); >)

N[

— 0,05 (T(u, X)) DIX]

>2

2
_ , du)
LY (S5RY)

and

Lb m 2
C::2dD+12<La T — o + 222V )

In the following, we show lim/_,., C) = 0. Equation (I1.29) states

: ¢
ggoHX( ) = Xl g (po—r-17x:m8) = 0 (I11.49)

so we only need to consider the other two terms of C“). We consider the second term first and
show its convergence to zero as ¢ — oco. The convergence in equation (II1.49) implies

J4
sup || X[ — X = 0
te[to—,T)
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III. Some Results on the Malliavin Calculus

in probability as £ — oo, that is

lim Plg [w €Q: sup HXt(é)(w) - Xi(w)| > 5] =0
f—o0 tefto—7,T]

for all ¢ > 0, [67, Theorem 17.2]. According to the assumptions on the continuity of the
derivatives 896;'@ and fobk , we have

Jim P@[w € Q[ 0,a(T (u, XP () — O,a(T (u, Xu(w)))|| > s] =0

for all e > 0 and u € [tp, T] using [67, Theorem 17.5]. Then, it holds

D d

> Z(@x;a(T(u, XO(w)))— 0,5a(T (u, Xu(w))))DIX] o, (w)H > e} =0

lim P|y [w e Q:
{—00 ;
=0 i=1

as well for all € > 0 and u € [ty,T]. Due to the Lipschitz continuity of the drift coefficient
a, its partial derivatives are bounded by L, in the Euclidean norm. With the boundedness of
DlX! see inequality (II1.22) and Theorem II.8, we obtain the uniform integrability of the

u—mTp?
p)
¢eNg

family

D . .

S (0,50(T(w, XO)) - 0yga(T(u, X)) DIX,_,

Then, Vitali’s convergence theorem, see e. g. [38, p. 262] or [74, Proposition 4.12], implies

D d
lim max  sup (0,1a(T (u, X)) — 9,5a(T (u, X,))) DIXE_, =0
E_)OOje{]-p-wm} s€[to,T 1=0 i=1 ! ! L%(Q;Rd)
for all u € [to, T]. Finally, using the dominated convergence theorem, it holds
T D d
lim max  sup 8,:a(T (u, X))
=0 Ji, je{l,...,m} s€[to,T ; =1 ( i “
— 9y:a(T (u, Xu))) DIX} ., du = 0.
L (R?)
Following the same arguments for the third term of C'©), we obtain
T m D d
lim max  sup 9, b (T (u, X))
{—00 to kz_;je{l,...,m} s€[to,T) g Zz; ( i “
2
— 00" (T (u, X)) DIXG s, du =0
LE (RY)
as well, and thus, we have
lim ¢ =0 (I1.50)

l—o0
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II1.3. Proofs

in total. We are using this in order to show the convergence in equation (II1.44) in the following.
According to equation (II1.50), for all £ > 0 there exist an N(¢) € Ny such that C® < & for all
¢ > N(£). Due to inequality (I11.48) and since DX () = 0 for all s € [tg, T] and j € {1,...,m},
we inductively obtain

max  sup [DIXTD —DIX|?
Je{L.om} sefto, T ’ T
T i x (6) X |2
<e+C max - sup [[D{XT — DiX|
to JE{Lm} seftoT] o

[to—7,T]x Q;R%)

[to—T,u]XQ;Rd) du
(O —t))"

~ y 2
<& max sup |\D§X”5p([t0—T,T}xQ;Rd)Z

Je{l.m} sefto,T) s n!

<& max  sup [IDIXIZ, eCT—t0) (IL.51)

. —7,T]x;RE
Je{l""7m}86[t0,T] to—7,T]xQR?)

for all £ > N(¢). If

max sup ||DjX|| - J—
FE{Lm} seto,T) s ISP ([to—7,T]x [RY)

the convergence in equation (II1.44) is evident, and we assume

max  sup ||DIX|gp g rdy >0
FE{Lm} selto,T) s NSP([to—T7,T)x 4RY)

in the following. Choosing

-1
ézs( max  sup |DIX|| )> e~ C(T=t0)

2
. SP([to—7,T]xQ;RY
JE{L.m} sefto,T] (fto—7 1>

for all € > 0, it holds

max  sup |[DIXUFD —DIX||

2
_ ody < E
JE{Lm} sefto, 1] SP([to—7,T]xLRY)

for all £ > N(€) according to inequality (II1.51). That is, the convergence holds true in equa-
tion (II1.44) and hence also in equations (II1.41) and (II1.42). Since p € [2, oco[ is arbitrary fixed
in the considerations above, we have X; € 2P(Q;RY) for all t € [to — 7,T] and all p € [2, 00|
according to the closeness of operator D. Moreover, DX; is in fact the Malliavin derivative
of Xy, where the stochastic process DX satisfies the SDDE (II1.21) for all s € [tp, T] and all
je{l,...,m}. O
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IV

NUMERICAL APPROXIMATION OF
STOCHASTIC DELAY DIFFERENTIAL EQUATIONS

Only since 1999 numerical solutions of SDDEs have been investigated. Yan considered the
Euler-Maruyama and the Milstein scheme for SDDEs in his dissertation [137]. A little later,
in 2000, further works were published [9, 17, 82].

In [9, 17], explicit one-step methods and their strong convergence are considered for SD-
DEs, where the Wiener process is one-dimensional. Since the increment functions of that
explicit one-step methods only depend on increments of the Wiener process, see [17, Sec-
tion 3], and on nondelayed-iterated stochastic integrals, see [9, Equation (21)], their results
are not suitable for general approximations of higher order such like the Milstein scheme in
[137]. Higher order methods are proposed in [82]. However, their convergence analysis has
not been done thoroughly, cf. [137, pp. 40-41]. Some stochastic integrals appearing in [82,
Equations (10.2) and (10.5)] are not well-defined in the sense of the It6 calculus, because their
integrands are not adapted to the filtration generated by the integrator, the shifted Wiener

process (Wi—r)iejtg+r.1)-

In [137], Yan circumvents this problem using a tamed It6 formula for anticipating functionals
and proved the convergence in L%(; ]Rd) of the Milstein scheme. His result is also published in
[60] together with Hu and Mohammed, where the SDDE’s coefficients are allowed to be depen-
dent on time additionally. Kloeden and Shardlow present a different proof in [80], compared
to [60, 137], without using an anticipating calculus. Their proof exploits the differentiability of
the SDDE’s solution with respect to its initial condition. However, this is closely related to the
Malliavin derivative of the solution, cf. [58] and [113, p. 126].

In this chapter, we prove in particular the convergence of the Milstein approximation for SDDEs
in a stronger sense, namely in SP([tg — 7,7] x Q;R%) for all p € [1,00[, and under milder
conditions than in [60, 80, 137]. In addition, we show the pathwise convergence of the Milstein
scheme for SDDEs. The types of convergences are defined below.

We remark that higher order schemes for SDDEs are also considered in [104, 124]. But these
schemes are not optimal in the following the sense. The first-order scheme, for example, contains
a term that is globally of order one as well. To show that the term is of order one, however, is
more difficult as we will see in proof of Theorem IV.9 below.
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IV. Numerical Approximation of Stochastic Delay Differential Equations

In the following, we state some definitions on types of convergences and present results on the
pathwise convergence.

Let Y" =Y denote the approximation based on a discretization {to,t1,...,tn} of the interval
[to, T] with maximum step size

b= bt —tn), V.1
nG{O,III}?.‘.),{Nfl}( 41— tn) (IV.1)

where tg <t1 < ... <ty :=T.

Definition IV.1 (Strong Convergence)

A family of approzimation processes Y = (Yth)te[to—r,T} e SP([tg — 7,T) x U RY) for h €
10, T —to] converges in SP([tg —7,T] x Q;R?) to solution X of SDDE (I1.1) for some p € [1,00]
if

- h
}IL%HX -Y ||SP([t0—T,T]><Q;]Rd) =0.

The family (Yh)he]O,T—to} is further said to converge in SP([to — 7,T] x ©;R?) with order o €
10, 00[ to solution X if there exists a constant C' > 0, independent of h, and an h* € 0, T — to]
such that

X — YhHSP([to—T,T]XQ;Rd) < Ch* (IV.2)

for all h € I with h < h*.

Often, the convergence is considered in L?(Q; R?) only, cf. [60, 137]. Analogously to the previous
definition, the family of approximation processes converges in LP(; Rd) if

lim  sup || Xy — Y|, prepmay = 0
h—0 te[to—7,T) t ILP(R?) ’

and the convergence is of order « € 10, ool if

sup || X; — Y;thLP(Q;Rd) < Ch®.
telto—,T)

Note that the convergence in SP([ty — 7,T] x Q;R?) implies the convergence in L?(Q;R?) C
LP(;RY) for every p,q € [1,00[ with ¢ < p.

If a family of approximation processes converges in LP(Q;RY) or in SP([tg — 7,T] x Q;R?) for
all p € [1,00][, we can even draw conclusions about its almost sure convergence as we will see
below. The almost sure convergence of numerical solutions of SDEs is also called pathwise
convergence in the literature, cf. [2, 41, 51, 77, 130].

Definition IV.2 (Pathwise Convergence)
A family of approzimation processes Y = (Yth)te[to_ﬂ;p] € SP([tg — 7, T] x U RY) forh e I C
10, T — to] converges pathwise to solution X of SDDE (IL.1) if

sup || X; — Y}hH -0
te[to—,T)
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converges P-almost surely as h — 0. The family (Yh)he]o,T—to] is further said to converge
pathwise with order « € |0, 0] to solution X if there exists a positive random variable Z: ) —
R, independent of h, and an h* € I such that

sup || X; = Y{"|| < Zh®
telto—,T)

P-almost surely for all h € I with h < h*.

Faure stated in [41, Proposition 23] that if

sup | X, = V| poqumey < Cohfy (IV.3)
ne{0,1,...,N}

for all p € [1,00[ and N € N where hy = 52, then we also have that

N°=F  sup || Xy, — YV =0 (IV.4)
ne{0,1,...,N}
converges P-almost surely as N — oo for all € > 0. He used this result in order to show
that the Euler-Maruyama scheme and the Milstein scheme for SODEs satisfy the convergence
in equation (IV.4) with a = % and a = 1, respectively, see [41, Proposition 14] and [41,
Proposition 21 and 25].

Later, Gyongy proved the pathwise convergence of order a = % — ¢ for the Euler-Maruyama
scheme of SODEs whose coefficients satisfy a local Lipschitz condition [51, Theorem 2.4].
Kloeden and Neuenkirch used an idea of Gyongy’s proof in order to show for a sequence

(Yn)nen of random variables T : Q — R with
1N zrr) < CpN™

for all p € [1,00[ and N € N that, for all € > 0, there exists a positive random variable Z. with
| Ze |l r(or) < oo for all p € [1, 00[ such that

Tn]| < Z.N—(=9)

P-almost surely for all N € N, see [77, Lemma 2.1]. Thus, [77, Lemma 2.1] especially implies
that if

X = YhNHSP([to—T,T]XQ;]Rd) < Gphiy

for all p € [1,00[ and N € N where hy = 52, then

sup || X; — YV < Z.hGE (IV.5)
te[to—,T)

P-almost surely for all N € N, and

N7 sup | X, =Y =0
te(to—7,T)

converges P-almost surely as N — oo for all € > 0. However, if condition (IV.3) only holds
true instead of condition (IV.5), we merely obtain by [77, Lemma 2.1] that

N Xy, = YN =0
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IV. Numerical Approximation of Stochastic Delay Differential Equations

converges P-almost surely as N — oo for all e > 0 and n € {0,1,..., N}, which is weaker
than the convergence in formula (IV.4). Thus, the result on the convergence of Faure is a little
bit stronger than the one of Kloeden and Neuenkirch. However, the result of Kloeden and
Neuenkirch provides the existence of a positive random variable Z. with || Z¢||r»(o;r) < oo for
all p € [1,00[. Our lemma below combines these both results from [41, Proposition 23] and [77,
Lemma 2.1].

Lemma IV.3

Let a €]0,00[ and X be the solution of SDDE (11.1). Consider a family of approximation
processes YN = (YthN)te[tU—T,T] € SP([to—T,T) x ;R for (hy)nen C]0,T —to]. For N € N,
let {tﬁf :n€{0,1,... ,N}} be the discretization of [to, T) with to = tIf <tV < ... <t} =T
that corresponds to the maximum step size hy. Let q- € [1,00[ for all € > 0 be independent of
N and such that

> hiF < 0. (IV.6)
N=1
Further, let

_vyhwn a
et XY seqeo—ritohuy e, pxoumey < Oohiy (IV.7)

for all p € [1,00[ and all N € N, where C, > 0 is a constant independent of hy .
Then,

Ay sup | X =YY =0 (IV.8)
t€lto—7,T)
converges P-almost surely as N — oo for all € > 0, and for all € > 0, there exists a positive
random variable Z. with || Z||1pq:r) < 00 for all p € [1,00[ such that

sup || X; — YV < Z.hGE (IV.9)
te[to—,T)

P-almost surely for all N € N.
Proof. The proof is stated in Section IV.3, see p. 79. O

The proof of Lemma IV.3 is based on the Borel-Cantelli Lemma. In order to apply the Borel-
Cantelli Lemma, the condition (IV.6) is needed, cf. also [2, Lemma 3.2]. In [41] and [77], the

results are only presented for equidistant discretization, that is in case of hy = T;Vto. Our

lemma, however, also holds true for more general discretizations, for example when hy = T;\/Nto

for N € N. Then, the condition (IV.6) holds true for all ¢. > % However, we do not obtain the
pathwise convergence for all sequences (hy)nen that converge to zero. Consider for example
the sequence with hy = I%T(_Tﬁﬁl). Then, there exists no ¢. € [1, oo[ that is independent of N and
such that the condition (IV.6) holds true. Hence, the pathwise convergence cannot be obtained
for all sequences (hy)nen that converge to zero as N — oo by applying Lemma IV.3. In
contrast to this, the strong convergence directly follows from inequality (IV.2) for all sequences

(hn)nen that converge to zero as N — oo.

Condition (IV.7) in Lemma IV.3 above seems to be quite technical at first. Let us give two
remarks on this condition.
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IV.1. The Euler-Maruyama Approximation

Remark IV.4
The condition

1X = Y| o0 —r myxersmty < Cohfy (IV.10)

for allp € [1,00] and all N € N, where C}, > 0 is a constant independent of hy, clearly implies
condition (IV.7).

Remark IV.5
For allt € [ty — 7,t9] and N € N, let YthN = X P-almost surely for simplicity. Further, let
sup HXthLv - Y;}ILVNHLP(Q;Rd) < Cphly (IV.11)
ne{l,...,N} "

for all p € [1,00[ and all N € N, where C, > 0 is a constant independent of hy. Then, in
order to show that condition (IV.7) is fulfilled, we only need to show additionally that the local
errors satisfy

sup || X, — V|
te e N [

< O % (IV.12)
LP(4R)

forallpe[l,00], n€{l,...,N}, and N € N.

This is especially an advantage for the proof of the pathwise convergence of higher order nu-
merical methods for SDDEs. Here, it is much more complicated to show condition (IV.10) than
conditions (IV.11) and (IV.12) to be fulfilled. For details on this in the case of the Milstein
scheme, we refer to the estimate of the term Rs in the proof of Theorem IV.9, and here, see
inequality (IV.146) and Lemma IV.22 in particular.

Before we begin with the analysis of the convergence of the Milstein scheme, we recall the
convergence of the Euler-Maruyama scheme in the next section. Then, we can account for
problems in proving the convergence of the Milstein scheme in Section IV.2.

IV.1. The Euler-Maruyama Approximation

Let {to,t1,...,tn}, N € N, be a discretization of [tg,T] where to < t; < ... < ty =
T. The Euler-Maruyama approximation Y with respect to discretization {to,t1,...,tx} and
SDDE (II.1) is defined by

(¢ ift e [tg— 7,10 and

}/tn+a(tn7tn_Tl)"'at’n_TDa}/tnviftn—T17‘"7}/2”—’[D)(t_tn)
o v
+Zb](tn7tn_T17"'7t’n_TDa}/;fnaxftn—"ﬁ;'"7}/tn—TD)(Wt] _Wtjn)
7=1

ift € ty,tp+1] wheren=0,1,...,N — 1.

Its convergence is analyzed in, among others, [2, 9, 17, 77, 82, 98, 104, 124, 137]. In this
regard, the results presented in this section are not new and only serve as an introduction to
the approximation of solutions of SDDEs.
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IV. Numerical Approximation of Stochastic Delay Differential Equations

In order to keep the formulas clear, we introduce some notations. At first, recall the shift
operator

T(tvyvt) = (tat_Tlv"' 7t_TD7}/;fa}/t—T17~-- 71/1‘/—TD)
defined in formula (II.3). Then, the Euler-Maruyama scheme (IV.13) can be represented as
& ifte [to —T,to] and
j=1
if t € |tp, tp+1] wheren =0,1,..., N — 1.

Further, define the projections |-, []: [to,T] — {to,t1,...,tNn} by

N—-1
8] == > tnlp, 4 (8) +EnTey(s) (IV.14)
n=0
and
N—-1
s = tolu(s) + D ta1ly, 400 (5), (IV.15)
n=0

respectively, for all s € [tp,T]. Thus, we have |s] = t,, for s € [t,,tnt1] and [s] = t,41 for
s € Jtn,tnt1], where n € {0,1,...,N —1}.

Taking advantage of these notations and of the measurability of the coeflicients in the Euler-
Maruyama approximation, we can rewrite scheme (IV.13) to

& ifte [to—T,to] and

t

&t +/ a(T(1s),Yiy))ds + > [ V(T (181, Yig)) dW7 if t € Jto, T).

to j=1 to

Y; =

Using this notations, we now state and prove the theorem on the convergence of the Euler-
Maruyama scheme. Let us note that the convergence analysis can also be done under weaker
assumptions regarding the coefficients of the SDDE than presented below, cf. [52, 83, 99, 100].

Theorem IV.6 (Strong Convergence of the Euler-Maruyama Approximation)

Let the Borel-measurable drift a and diffusion b, j € {1,...,m}, of SDDE (IL.1) satisfy the
global Lipschitz and linear growth conditions (I1.8), (I1.9), (I1.10), and (II1.11) as well as, for
some growth exponents vq, v € [0,00[ and some constants Ly 4, Ly p > 0, the conditions

Ha(t,t—Tl,...,t—’rp,xg,xl,...,xD)
—a(s,s—T1,...,8—Tp, X0, L1,...,ZD)]] (IV.16)
Ya
<L max T4 ||lz|?)2 - /|t —s
< Lo e (14 fail?) ® - VT3]
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IV.1. The Euler-Maruyama Approximation

and
max ||b/(t,t —Ty,...,t —Tp, T, T1,...,TD)
je{1,...,m}
—b‘j(S,S—Tl,...,S—TD,.’ED,ZEl,...,CL‘D)H (IV].?)
b
<L max 1+ |zl1?) 2 - /|t —s
< Lup_max (1 ) F - fE=

for all s,t € [to,T] and z; € RY, | € {0,1,...,D}. Consider Euler-Maruyama approzima-
tion (IV.13) regarding SDDE (11.1) with initial condition & € SOV WVDP([tg — 7, t0] x Q;R?)
for some p € [2,00]. Let & fulfill for some constant L¢ > 0 the condition

1€ — gSHLP(Q;]Rd) < Ley/ |t — s (IV.18)
for all s,t € [tg — 7,tp].

Then, the family of Euler-Maruyama approximations (Yh)he}oj,to} converges in SP([to—7,T] X
Q;RY) with the order o = 3 to solution X of SDDE (I1.1) as h — 0. That is, there exists a
constant Cryler > 0, independent of h, such that

1X = Y™l g0 (to—r. 11 x2mty < Cruter VI
for all h € ]0,T — to).
Proof. For sake of simplicity, we fix an h € ]0,T — to] and set Y = Y. We P-almost surely
have

0 ifteto— 7,10 and

[ alT(s.%00) = T i) s

Xe =Y =< J4 (IV.19)

m t
+3 [ V(T (5, X)) = V(T (1s), Yiy)) dWI if t € Jto, T],
j=17t0

for all t € [to — 7,T] and use the expansions

a(T (s, Xs)) — a(T (18}, Yis)))
= a(T (s, Xs)) — a(T (Is], Xs)) + a(T (1), Xs)) — a(T (Is], X,5)) (IV.20)
+a(T(Is), X15))) — a(T(1s), Yis)))

and

V(T (s, Xs)) = b (T(1s), Vi)
=b/(T (s, Xs)) = b (T (ls), Xs)) + ¥ (T (s, Xs)) — b (T (1s), X 5))) (IV.21)
+ 67 (T (1), Xigp)) = (T (181, Yiep)

for all s € [tg, T]. Then, we prove the convergence of order @ = % using the triangle inequality,
Zakai’s inequality from Theorem II.6, and the Gronwall’s Lemma I1.7.
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IV. Numerical Approximation of Stochastic Delay Differential Equations

1

The order o = 5 results from the following estimates. Using the triangle inequality and the

2
Lipschitz continuity (IL.8) of the drift coefficient, it holds

H /to a(T(Is), Xs)) — a(T (181, Xjs))) ds

SP([to, T]xQR?)
t
sup [ [la(T(ls), Xs)) — a(T (1), X))l ds

tefto, T Jto

<

LP(4R)

T
< t Ha(T(l_Sj,Xs))—CL(T(LSJvXLSJ)>HLP(Q;Rd)ds
0

T
<Lof | swp Xeg — Xl ds
to Il1€{0,1,...,.D} LP(QR)
T D
< La/ ZHXS*”Q - XLSJ*TZHLP(Q;Rd) ds.
to =0

To take initial condition & on the interval [ty — 7, ] into account, we write

Xs—’fl - X\_Sj -1 = é(sf’rl)/\to - g(tsjf’tl)/\to + X(sf’tl)\/to - X(sz 7Tl)Vt0

for all s € [tg,T] and [ € {0,1,..., D}. Further, for all s € [ty, T], we estimate

D
ZHXS—TZ - XLSJ—Tl HLP(Q;Rd)
=0
D

D
< ZHf(s—Tl)/\to - g(sz—Tl)/\toHLP(Q;Rd) + ZHX(S—Tl)VtO - X(sz—'rl)\/toHLP(Q;Rd)a
=1

=0

where

E(s—to)ato — S(isi—to)nto = Esnto — Sisinto = &g — o = 0

for all s € [tg, T] is used. According to condition (IV.18) and Lemma II.9, we have

D
Z”S(s—n)/\to - é(LsJ—Tl)/\to HLP(Q;RUZ)
=1

D

< Ley V(s =) Ato) = (i) — 1) Ato)
=1

< LeDy/s — 15

and

D
Z”X(s—n)vto - X(sz—rl)Vto HLP(Q;Rd)
=0

D

<C1Y V(s =) No) — (18] — ) Ato)
=0

< Ci(D +1)/s —|s]
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IV.1. The Euler-Maruyama Approximation

for all s € [tg, T], where C > 0 is a constant, cf. Lemma IL.9. It thus follows

D

ZHXsfn = Xyl Lo (rey < (LeD + Ci(D +1))V/s — 1s] (IV.29)
1=0

for all s € [tg,T]. Inserting this into inequality (IV.24) results in

Consider the integral over time in the inequality above. It holds in view of equations (IV.14)
and (IV.1) that

/- a(T(1sl, Xs)) —a(T (Is), Xs))) ds

to

SP([to,T)x 4RY) (IV..30)

T
< La(LgD + C1(D + 1)) / Vs — 15| ds.
to

T N-1 .4 N-1 9 ,
/ Vs — |s]ds = Z/ Vs —t,ds = Zg(tn+1—tn)§
¢ — Jtn —
’ n=0 0 (IV.31)

2 N 2
< 3\/57;)(%4—1 —tn) = g(T — to)\/ﬁ-

Thus, with inequality (IV.30), we obtain the estimate

A similar estimate holds for the stochastic integrals. For more details on the proof and the
constants appearing in the estimates, we refer to Section IV.3, see p. 81. O

/ (T (181, Xa)) — a(T(1s), X)) ds

to

5P ([to, T)x%RY) (IV.32)

< Lo(LeD + Ci(D + 1)) (T — to)Vh.

Wl N

Based on [77, Lemma 2.1], Kloeden and Neuenkirch showed that the Euler-Maruyama scheme
for SDDEs converges pathwise with order a = % — ¢, see [77, Theorem 2.5]. In [2] and [52],
the pathwise convergence is also proved under weaker assumptions. Nevertheless, we state the
pathwise convergence of the Euler-Maruyama scheme as a corollary of our theorem above and
Lemma IV.3.

Corollary IV.7 (Pathwise Convergence of the Euler-Maruyama Approximation)

Let £ € SP([tg — 7,to] x Q;RY) and the additional assumptions in Theorem IV.6 regarding
SDDE (I1.1) be fulfilled for all p € [1,00]. Consider the family of Fuler-Maruyama approxima-
tions (Y"V)nen, where (hy)nen C0,T — to]. Let q- € [1,00][ for all € > 0 be independent of
N and such that Y 3_; h3F < cc.

Then, the family of Euler-Maruyama approzimations (Y"N)nen converges pathwise with order
o= % — ¢ to solution X of SDDE (11.1) for arbitrary € > 0 as N — oco. That is, for all e > 0,
there exists a positive random variable Z., which belongs to LP(;R) for all p € [1,00[, such
that

1_
sup || Xe — Y™V < Zon3
te[to—,T)

P-almost surely for all N € N.
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IV. Numerical Approximation of Stochastic Delay Differential Equations

IV.2. The Milstein Approximation

As we showed in the previous section, the Euler-Maruyama scheme for SDDE (II.1) converges
with order a = § in SP([to—7, T x RY). However, it is well-known that the Euler approxima-
tion converges with order @ = 1 in case of deterministic delay differential equations. In order
to increase the order of convergence, the approximation needs to incorporate more information
about the diffusion in general, cf. [78, 105], where SODEs are considered. The simplest first
order scheme for SODEs originates from Milstein [106] and is called Milstein scheme to his
honor. We introduce and study the strong convergence of the Milstein scheme for SDDE (II.1),
cf. [60, 80, 137].

Whereas the Euler-Maruyama scheme for SDDEs is consistent with Euler-Maruyama scheme
for SODEs in the number of incorporated terms, the Milstein scheme for SDDEs differs from
its variant for SODEs if a diffusion coefficient #/ of SDDE (II.1) depends on the past history of
the solution, that is in the presence of delay.

Using the notations introduced in the previous section, the Milstein approximation Y for strong
solution X of SDDE (II.1) is defined by

& iftefto—7,t0) and
t m t
& + / a(T(lsl,Y}s)) ds + Z V(T (1s),Ys)) dW!
to i—1 to
D m t d . g
Y= +ZZ/ <Zf9m;‘b“(7(tsj,m)) (IV.33)
1=0 j1=1"% \ =1
m (s—m)Vto ' 4
3 / O 2(T((1s) — ) V to, Y{ig—v)vto)) dWﬁZ) dw
ja—1 (Isl=T)Vto
ift € ]to,T}.

The derivatives of the diffusion coefficients with respect to delay arguments, that are the sum-
mands for [ € {1,..., D}, vanish if the diffusion does not depend on the past history of the
solution. In this case, the scheme simplifies and is consistent with the Milstein scheme for
SODEs, cf. [78, 105].

Its mean-square convergence (p = 2) of Milstein scheme (IV.33) has been analyzed in [60, 80,
137] under rather strong assumptions. Namely, in [137, Theorem 9.2] and [60, Theorem 5.2], the
authors assume that the SDDEs’ coefficients have bounded first and second spatial derivatives
whereas in [80] the coefficients are not time-dependent, and the third derivatives are even
assumed to be bounded in addition, cf. [80, Assumptions 3.1 and 7.1]. In this thesis, we
show the strong convergence of the Milstein under weaker assumptions and make the following
assumption on SDDE (II.1) for our analysis.

Assumption IV.8
Let the coefficients a,bi: RP>*(PH)  Rix(D+HD) _y Rd - ¢ {1,...,m}, and initial condition
€: [to — 7, to] x Q= R of SDDE (11.1) fulfill the following.

i) Drift coefficient a and diffusion coefficient b, j € {1,...,m}, are Borel-measurable, and
fOT allt € [tO?T]’ a(t7t_T17 cee 7t_TD7 IR ) andlﬂ(t,t—’rl, e 7t_TD7 ) ) RdX(D+1)
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IV.2. The Milstein Approximation

— R4, je{1,...,m}, belong to CQ(RdX(DH);Rd), that is, they are continuous and have
continuous first and second partial derivatives.

it) The global Lipschitz conditions (I1.8) and (11.9) hold. That is, there exist constants
Ly, Ly > 0 such that

tes[z},)T]Ha(t,t —Ti,...,t —Tp,x0,T1,...,2p) — a(t,t —T1,...,t —TD, Y0, Y1,---,YD)||
< Lale{gnﬁfmllwz |
and
sup max ||p(t,t—Ty,...,t —Tp, 20, T1,...,TD)

te[t07T]J€{1a)m}
—bj(t,t—'tl,...,t—'rD,yo,yl,...,yD)H

<L ma x] —
- ble{O,l,.?iD}Hl yzH

for all z;,y; € R, where | € {0,1,...,D}.

iti) There exist a constant Loy > 0 and a growth exponent 3 € [0, 00[ such that the Lipschitz

condition
d
sup ~ max E 8x;-bjl(t,t —Tl,...,t —TD, L0, X1,...,LD)
telto,T] J1.72€{L,..m} || —
1€{01,...D} =

x b2 ((t —10) Vg — 7., (t = Tp) V to — T, Zo, &1, . - -, ZD)

d
—Zax;'bjl(t,t—’tl,...,t—TD,yo,yl,...,yD)
=1

X bi’j2((t7T0) \/to — Ty "a(tiTD) \/tO *Tlvgﬂagla" . 7@D)H

@

<L max (1 + (||| V|72 + VA&
< able{me}( (el v I12ID? + Uyl v ll7l)?)

X max T — V3 —a
1€{0,1,....D} (Il = wll vV |2 — @ll)

holds for all z;, %, y;, 5 € R, where 1 € {0,1,...,D}.

iv) The linear growth conditions (11.10) and (IL.11) hold. That is, there exist constants
K,, Ky > 0 such that

1
sup |la(t,t —T1,...,t —Tp, 20, 21,...,2p)|| < K, max (1"’“351”2)2
t€(to, T le{0,1,...,D}
and
. 1
sup max ||¥/(t,t —T1,...,t —Tp,x0,21,...,2p)| <K, max (1 + H$Z||2) 2
te[t():T]Je{l”m} l€{03177D}

for all z; € RY, where | € {0,1,...,D}.
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IV. Numerical Approximation of Stochastic Delay Differential Equations

v) There exist constants Kg2q, Kg2,, > 0 and growth exponents oq, 0p € [0,00[ such that the
growth conditions

Sup ~ max ||axi18$i2a(t,t—Tl,...,t—TD,.ITQ,LEl,...,J}D)H
tefto,T) i1,52€{L,....d} 11 T
11,12€{0,1,...,D}

La
< Ky, max (1 + ||$l”2) 2

le{0,1,...,D}
and
sup - Imax ||8$i18w¢2b7(t,t—’r1,...,t—TD,xo,xl,...,xD)H
te[tO,T} ]E{lazm} 1 lg
i1,02€{1,...,d}

11,12€{0,1,...,D}

K, 2)%
< max 1+ ||z 2
< 82ble{0,1,...,D}( [|4]%)

hold for all z; € R, where 1 € {0,1,...,D}.

vi) There exist constants Ly g, Lyp > 0 and growth exponents vq,v, € [0,00] such that the
Lipschitz conditions in time

|la(t,t —T1,...,t —Tp,x0,X1,...,Zp) —a($,8 — T1,...,8 — TP, L0, L1, --,ZD)||
Ta
<Lig max (14 [z)?)7 |t — s
1€{0,1,....D}
and
 max | (t,t —T1,...,t —Tp,Z0, T1,...,TD)
je{1,...,m}
—bj(s,s—Tl,...,S—TD,J/‘(),$1,...,CL'D)H

L 2%
< max 1+ ||z 2 lt—s
< Lip, max (L o) ¥

hold for all s,t € [to,T] and z; € RY, where | € {0,1,...,D}.

vii) Let the growth expomnents [3, 04, 0bsVa, Vo € [0,00] be specified by assumptions iii), v),
and vi). The initial condition € belongs to SP([ty — T, to] x Q;RY) where

p =p- maX{’yay Yo, QB + 27 Oa + 27 Ob + 2})

and its realizations are P-almost surely continuous. In addition, there exists a constant
L¢ > 0 such that

Hgt - §S|’L((9aV9b)+2)P(Q;Rd) S L§|t — S|

holds for all s,t € [to — T,10].

Before we state our results on the Milstein scheme’s convergence, we elucidate problems that
arise in comparison to SODEs, and we elaborate on those results in [60, 80, 137].

In case of SODES, the convergence analysis of numerical schemes of higher order is usually done
by applying It6’s formula to the SODEs’ coefficients, cf. [78, 105]. This standard technique does
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however not apply to coefficients that also depend on the past history of the SDDE’s solution
because the R™*(P+1_valued and (Zt)1efto,m-adapted process

(Xt Xty - 7Xt—TD))te[t07T] (IV.34)

is not a semimartingale with respect to filtration (L%)te[tm;p] or any natural filtration, cf. [60,
pp. 269-270].

In [60, 137], the authors develop an Ité formula for functionals on processes of the form (IV.34)
using the Malliavin calculus. The integrals occurring there are however not defined in the sense
of It6 anymore but are Skorohod integrals, see [137, Theorem 4.7 on p. 57, p. 110 and term R}
on p. 116] and [60, Theorem 2.1 on p. 271, p. 294 and term R} on p. 303].

Although Hu, Mohammed, and Yan claim to prove the convergence of the Milstein approxima-
tion in LP(€; R?) for all p € [1, 00|, where the initial condition of the SDDE under consideration
is random, see [60, p. 269], they only prove convergence in L?*(Q;R?%) with order o = 1 for de-
terministic initial conditions, see [60, Theorem 5.2].

In [137, Theorem 9.2], Yan also states the convergence in L?(; Rd) of the Milstein approxima-
tion for random initial conditions. However, his proof of [137, Theorem 9.2] only holds true for
deterministic initial conditions as well. As already mentioned in Section II1.2, if the initial con-
dition is random and .%#;,-measurable, the solution X of the SDDE is not ¢-measurable. Thus,
X; cannot belong to the space 2%(€;R?) for any t € [ty — 7, T]. Then, [137, Proposition 7.4]
does not hold true, and also [137, Theorem 4.7] cannot be applied, where the initial condition
is assumed to be a deterministic and continuous function.

In summary, [60, Theorem 5.2] and [137, Theorem 9.2] state the convergence in L?(Q; RY) with
order @ = 1 of the Milstein scheme for SDDEs with initial conditions in C([ty — T, to]; RY).

Just in case of linear drift and diffusion coeflicients, Yan provide the convergence of the Milstein
approximation regarding linear SDDEs with random initial conditions in SP([tg — 7, T] x €; Rd)
for arbitrary p € [1, 00[, see [137, pp. 119-120]. However, he only obtains the order of conver-
gence o = % + }%, and not o = 1, as we would expect, see [137, Theorem 9.3].

Instead of using a generalized 1t6 formula like in [60, 137], Kloeden and Shardlow applied the
deterministic Taylor’s formula to the SDDE’s coefficients in [80]. The occurring stochastic
integrals are then all well-defined in the sense of It6. In [80, Theorem 7.4], they claim the
convergence in S%([tg — 7, T] x Q;R?) of the Milstein approximation. However, there is gap in
the proof of [80, Lemma 5.1] on which [80, Theorem 7.4] is based. We discuss this gap in the
following.

Kloeden and Shardlow claim in [80, Proof of Lemma 5.1 on p. 190]: “If S}, = Z?;& rj+1, where
r. are R? valued #, measurable random variables, then S, — ES) is a discrete martingale,
and Doob’s maximal inequality gives Esupg<,|/Sk — ESkH%{d < 2E||S; — ESkH%d < L
Here, the symbol E = EJ[-| denotes the expectation on (Q,.%#,P), and we have k € {1,...,N}.
Apart from the fact that Doob’s maximal inequality only holds true with a factor 4 instead
of factor 2, cf. [35, Theorem 3.4 on p. 317] or [67, Theorem 26.3], the time-discrete process
(Sk — E[Sk]) ke{1,..,N} is in general not a discrete martingale nor a submartingale with respect
to filtration (%) kef1,..,N}- Thus, Doob’s maximal inequality cannot even be applied. We
provide an example where the discrete martingale property does not hold. Let d = m, and set
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r, =Wy, for k€ {1,...,N}. Then, it holds E[Sy] =0 for all k € {1,..., N}, and we P-almost
surely have

k—1
E[Sk - E[Sk]‘gtk_l] = ZE[Wtj+l ’ﬂtk—l] = Sk—1+ E[Wtk’ﬂtk—l]
j=1
= Sk—1 — E[Sk—1] + Wy, _,

for all k € {2,...,N}. That is, (Sx — E[Sk])req1,..,n} is not a discrete martingale. Fur-
ther, the time-discrete process (Z;:é R(tj+1;tj’xtj))ke{l,...,N} from [80, Equation (5.1) from
Lemma 5.1] seems not be a discrete martingale as well if the drift coefficient depends on the past
history of the solution, cf. inequality (IV.43) below. In addition, if the time-discrete process
(Z?;& R(tj+1:t5, xtj))ke{l,...,N} from [80, Equation (5.1) from Lemma 5.1] would be a discrete
martingale, then, we cannot just apply Doob’s maximal inequality as stated in [80, Proof of
Lemma 5.1 on p. 190] but also the discrete Burkholder inequality, see Theorem I1.3, and the
technical considerations in [80, Lemma 7.3] as well as in the proof of [80, Theorem 7.4] would
not be needed, and the standard Itd calculus would be sufficient.

Thus, considering the proof of [80, Lemma 5.1], there is a gap in estimating the supremum
over time inside the expectation, and we only obtain the convergence in L?(; Rd) with order
a = 1 of the Milstein scheme in [80, Theorem 7.4] like in [60, 137]. However, according to the
title of article [80] of Kloeden and Shardlow , the main contribution of their work is not the
proof of convergence of the Milstein scheme for SDDE in S?([to — 7, T] x Q;R%), it is rather
providing a proof that does not involve Skorohod integrals and techniques from the Malliavin
calculus, also see [80, p. 182]. After applying deterministic Taylor expansions to the SDDE’s
coefficients, their analysis is decisively based on the inner product of LQ(Q;Rd) and on the
differentiability of the SDDE’s solution with respect to its initial condition, see [80, Lemma 7.3
and Theorem 7.4].

As already mentioned in the introduction of this chapter, the latter is closely related to the
Malliavin derivative of the SDDE’s solution, see [58] and [113, p. 126]. Thus, in the use of the
Malliavin derivative of the SDDE’s solution, see [60, Proposition 3.1] and [137, Proposition 7.4],
and in the use of the derivative of the SDDE’s solution with respect to its initial condition, see
[80, Theorem 3.5], the proofs in [60, 137] and [80] are based on similar results.

Similarly to Kloeden and Shardlow in [80], we apply deterministic Taylor expansions to the
coefficients of SDDE (II.1) in order to analyze the order of convergence of the Milstein scheme in
SP([to—7,T] x Q;R?) for p € [1, 00[. In the following, we develop these expansions. Afterwards,
the difficulty encountered in proving the order of convergence o = 1 in case of SDDEs compared
to SODEs is elucidated on the basis of these expansions.

As a starting point, we consider formulas (IV.20) and (IV.21) from the previous section. Let
either f = a or f = b’ in the sequel. Using Taylor’s formula [57, p. 284] on term f (7 (|s], X)) —
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F(T(1s), X 5)) in expansions (IV.20) and (IV.21), we obtain

F(T(1s), Xs)) — f(T(1s), Xig)))

D d
=3 N 0 (T, X)) (X, = XUy )
=0 =1
; ) (IV.35)

+ Y Z/a”azzf (151, X 15 + (X5 — X 5)))) (1 — 6)dB

l1,l2=011,12=1

x (X — X1

$—Tyy |s] Ty

X, = X )

$—Ti, 18] =T,
for all s € [to, T] where

T(1s), Xig +0(Xs — Xi5)))
= (Is), 18 = T1,-.., 18] — T, X iy + (X5 — Xiy),
XLSJ*TI + ‘9(X87”f1 - XLSJ*T1)a s ’XLSJ*TD + G(XS*TD - XLSJ*TD))'

Using equation (IV.25) and that X is the strong solution of SDDE (II.1), it holds

XS*TZ - XLSJ*TZ
= f(s—n)Ato - f(l_sj—"rl)/\to
(S Tl)\/to m (s Tl)\/to ) ) (IV36)
+ / o(T(w, X)) du+ Y / b (T (u, X)) AW
(1s)=m)Vto j=1 7 (Isl=m)Vto

for all s € [tg, T] P-almost surely. Inserting this into expansion (IV.35), we obtain, similarly to
formula (IV.20), the expansion

a(T (s, X))
(T(LSJ XLSJ)) a(T (s, Xs)) = a(T (181, Xs))

+ ZZG 10T (1), Xis) (s to — Elis—e)nto)

=1 i=1
(S—Tl)\/to )
£33 T (s X [ ) du
1=0 i=1 (s —m)Vto (IV.37)
d (s—1)Vig .
+220x;a (151, Xi9) 2/ b9 (T (u, X)) AW
1=0 i=1 (1s1—T1)Vio

D d

1
+ Y Z/Oa”alga (181, X 1o + 0(Xs — X)) (1 — 0)do

l1,l2=011,12=1
i1 i1 i i2
X (XS Ty XLSJ Ty )(XS Tigy - X[SJ*le)

for all s € [to, T] P-almost surely.

The same expansion holds for the diffusion coefficients, too. However, we further expand the
integrand u ~ b%J (T (u, X)) of the stochastic integral in equation (IV.36). By substituting |s]
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with ([s] —T;) V to in the expansion (IV.21), we have

O (T (u, X)) = 0 (T (u, X)) = b (T((1s) — 1) V to, Xu))
V(T ((1s) — ) V to, Xu)) = U (T((1s) — ) V to, X(1g—)vio)

+ bj(T((LSJ — 1)V to, X(szf"cl)\/to))
(IV.38)

forall u,s € [to,T] and j € {1,...,m}. Inserting above expansion (IV.38) into equation (IV.36)
and this, in turn, into equation (IV.35), the expansion of the diffusion coefficients results in

V(T (s, X))
= b (T(LSJ X)) + b (T (s, Xs)) — b (T (Is), X))

+ Z Z(“) (T (13, X@))(ﬁés—n)/\to N g%tskﬂ)/\to)

=1 =1
(s—11)Vio )
+228 (T (s, XLSJ))/ a'(T (u, Xu)) du
=0 i=1 (1s)—71) Vo
5—T; \/to '
XS0 (T X S / B (T (1) = ) V 0, X - rpvny)) AW
1=0 i=1 jo—1" (Isl=m)Vto
D d s—1;)Vto .
+Zzaxzb]1 SJ XLSJ Z/ bz"72 ('U,,Xu>)
=0 i=1 : jo=1 (1s]—m)Vto
— b2 (T((1s) — ) V to, Xu)) AW
D d s—1;)Vto .
+ Zzax;bh (Is), X151)) Z/ b2 (T ((1s) — @) V to, Xu))
1=0 i=1 jo=1" (Isl=)Vto

= V(T ((1s) = 1) V 0, X (g —xyvey)) AW

+ Z Z/ﬁzlaolﬂ T(1s), X5 + 0(Xs — Xi5))))(1 —0)do

l1,l0=011,i2=1

x (X, — X[ X2, —-X2 )

$—Ty, s8] — Ty )( §—Ti, LSJ*TZQ

(IV.39)
for all s € [tg,T] and all j; € {1,...,m} P-almost surely.

In expansions (IV.37) and (IV.39), all occurring stochastic integrals are well-defined in the
sense of It as in [80] and in contrast to [60, 137].

However, the analysis of the Milstein scheme still needs more sophisticated techniques in order
to obtain convergence of order o = 1. To see this, we first consider the Euler-Maruyama scheme
again. Its convergence results from, among others, inequality (IV.24) and Lemma (I1.9). Using
the triangle inequality first as in inequality (IV.22) and applying expansion (IV.37) on the
right-hand side of inequality (IV.22) does however not improve the order of convergence due to
the irregularity of the Wiener process as we will see in the sequel. Proceeding in this way, we
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would obtain the term

A

and we have to show that its integrand is of order O(h) to obtain the order of convergence o = 1.
But in this regard, we get the following. Using the triangle inequality, Assumption IV.8 i),
and Assumption IV.8 iv) as well as the Cauchy-Schwarz inequality and Theorem II.6, it holds,
similarly to inequality (I1.26), that

s—1;)Vto

ZZala (151, X ) Z/ b9 (T (u, X)) AW

=0 i=1 (Isl=7)Vto

ds, (IV.40)
Lr(Q;R%)

D d s—1;)Vto

Efaurns [ s
=0 1= (1s)—=m)Vto LP(Q;Rd)
e s T \/to ‘
> 104(T (s Xio) B9 (T (u, X.,)) WV
=0 i=1 LSJ —T \/to LP(Q;R)
D d m s— Tl)\/to o '
LSy [ v amg
1=0 i=1 | j=1"(Isl=1)Vto LP(4R)
m S— Tl)\/to ) '
<LN&Z Z/ V(T (u, X,.)) W
= J:l LSJ Tl)VtO LP(Q;Rd)
(s—m1)Vto %
<nai iy ( | anf )
1=0 (LSJ Tl)\/t() _ % (Q;R)

< LoVdy/p — 1Ky/m(D +1)(1 + ||X||Sp([to_Tys}XQ;Rd))§\/E. (IV.41)

Thus, proceeding like this, we only obtain an order of convergence o« = % This means, we have
to analyze the process (Zt)te[to,T] defined by

s—1;)Vto

Zy = /ZZaza (151, X ) Z/ b (T (u, X)) AW ds (IV.42)

to j—0 i=1 (Is]—T1)Vto

as a whole in the SP([to, T]xQ; R%)-norm. In doing so, we can take into account the dependencies
between the intervals [t,,tn4+1], n € {0,1,..., N — 1}, of the discretization. So far, the same
problem occurs in the analysis of the Milstein scheme for SODEs, see [78, Section 10.8] or [105,
p. 17]. In case of SODEs — consider formula (IV.42) with [ = 0 — and the analysis in L?(Q;R%),
the higher order of convergence is obtained by utilizing the inner product of L?*(Q;R?) and

[Zaza (Isl, X \9)) Z/ b (T (u, X)) dW?

s]

= Zaxéa(T(LSJaXLsJ [Z/ b (T (u, X)) AW
i=1 8

=0

= LSJ}

7]

P-almost surely, see [78, Section 10.8]. That is, we employ the discrete martingale prop-
erty of the time-discrete process (Zt,)nefo,1,..,n} in case of [ = 0. This idea on the Hilbert
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IV. Numerical Approximation of Stochastic Delay Differential Equations

space L?(Q;RY) can be transferred to LP(Q;RY) and SP([to, T] x ;R?), p € [2, oo, using the
Burkholder inequality.

However, if the drift coefficient depends on the past history of the solution in case of SDDEs,
this technique cannot be used, because for [ € {1,..., D}, we P-almost surely have

(s—11)Vio ) .
[Za a(T(1s), X)) Z/ b (T (u, X)) dWI|.Z }
(ls)—m)Vto
5—T; \/to )
= 30,07, X [ [ v X w2
i=1 : (ls)—m1)Vto
£0 (IV.43)

in general. Moreover, one cannot simply move the random variable 8x;-a(T( 1s], X s)) into the It6

integral because it is .7y /% (R?)-measurable, but in general not F(1s)—)vto | P (R%)-measurable.
Thus, the time-discrete process (Zt, )nefo,1,..,n} is lacking the martingale property in general
when [ € {1,..., D}.

n [60, 137], the authors solve this problem using the Skorohod integral and applying [113,
Proposition 1.3.1], see [60, p. 303] and [137, pp. 118-119]. However, they do not consider the
supremum over time to be inside the L?(£); Rd)—norm. Recall that Doob’s maximal inequality
cannot be applied because process Z defined in equation (IV.42) is in general not a martin-
gale nor a submartingale with respect to ()i, 7] in continuous time nor with respect to
(Zt,)neqo,1,..,ny in discrete time. One may generalize the considerations in [60, p. 303] and
[137, pp. 118-119] to the convergence in SP([tg,T] x Q;R?) for p € |2, 00[ using a maximal
inequality for Skorohod integrals developed by Alos and Nualart, see [3, Theorem 3.1]. But in
order to directly apply [3, Theorem 3.1], stronger assumptions than in Assumption IV.8 must
be made.

Inspired by the proofs of [3, Theorem 3.1], [60, Theorem 5.2], and [137, Theorem 9.2], we
prove convergence of order o = 1 for Milstein approximation regarding SDDE (II.1) using the
Malliavin calculus as well.

According to Assumption IV.8 vii), let us emphasize that initial condition £ of SDDE (IL.1) is
considered to be a random process in contrast to the results in [60, 80, 137]. In the first instance,
the Malliavin calculus can just deal with random variables and processes that are measurable
with respect to o-algebra ¢, see Chapter III. Since initial condition £ is adapted to filtration
(Ft)telto—r,to), for all t € [to — 7,10], random variable & is in particular F,/ A (R%)-measurable
and independent of the Wiener process (Wi);eft,,77- Thus, the Malliavin calculus cannot be
applied to functionals of solution X of SDDE (II.1) when ¢ is not deterministic.

One way to deal with random variables that are independent of g-algebra ¢ in the Malliavin
calculus is the following. Let E be a real separable Hilbert space. Consider an E-valued random
variable in LP(Q; E), p € [2,00[, where (Q2,.%,P) = (1 X Q2,9 ® F#;,,P1 ® Pg) is a product
probability space for a moment. Then, this random variable can be understood as a random
variable in

LP((Q1,9,P1); LP (2, F4,, Pa); (B, B(E))),
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IV.2. The Milstein Approximation

that is, as a random variable that takes values in the Banach space LP((Q22, %, P2); (E, B(E))).
But proceeding in this way and doing the analysis of convergence thoroughly, we must presup-
pose this product structure of the underlying probability space. This is related to the partial
Malliavin calculus, see e. g. [85]. Moreover, we have to deal with random variables that take val-
ues in Banach spaces. This further leads to stochastic integration and Malliavin calculus of Ba-
nach space valued random variables and stochastic processes. We refer to [93, 94, 117, 132, 133]
for literature on these topics.

Our analysis of the convergence of the Milstein scheme regarding SDDE (II.1) with a random
initial condition is not restricted to product probability spaces and uses simpler arguments. For
more details on that, we refer to the proof of Theorem IV.9 and in particular to Lemma IV.19.

Let us now state the main result on the strong convergence of the Milstein approximation.

Theorem IV.9 (Strong Convergence of the Milstein Approximation)
Let SDDE (11.1) fulfill Assumption IV.8 for some p € ]2,00[, and consider Milstein approxi-
mation (IV.33) regarding SDDE (11.1).

Then, the family of Milstein approzimations (Yh)he]O,T—to] converges in SP([to — 7, T] x ;R?)
with order a = 1 to solution X of SDDE (I1.1) as h — 0. That is, there exists a constant
Chilstein > 0, independent of h, such that

HX - Yh”sp([to—T,T]XQ;Rd) S CMilstein h‘
for all h € ]0,T — to].

Proof. For the proof of this theorem and details on the constant Cygistein, We refer to Sec-
tion IV.3, see p. 85. 0

Remark IV.10

The Lipschitz continuity in Assumption 1V.81ii) can be seen as an extension of the third as-
sumption in [78, Formula (10.3.21)] in case of SODEs. Using Taylor’s formula, this Assump-
tion 1V.81ii) can be neglected in view of Assumption IV.8v). But then we have to assume
that

p=p-max{ya, %, 28 + 3, 0a + 2, 00 + 2}
in Assumption IV.8vii). Even in case of v, = Y = 5 = 0a = 0» = 0, we consequently require

€ € $39([to — 7, to] x % RY) instead of £ € S2P([to — 7, to] x L RY).

Using Hélder’s inequality, we also obtain convergence of order o = 1 in S9([tg — 7, T] x Q;R%)
of the Milstein scheme for all ¢ € [1, p] where p € |2, o0[.

Corollary IV.11
Let SDDE (11.1) fulfill Assumption IV.8 for some p € |2,00[, and consider Milstein approxi-
mation (IV.33) regarding SDDE (11.1).

Then, for all q € [1,p], the family of Milstein approzimations (Yh)h€]07T_t0] converges in
S9([tg — 7,T) x Q;RY) with order o = 1 to solution X of SDDE (IL.1) as h — 0. That is,
there exists a constant Cyfistein > 0, independent of h, such that

X — YhHSq([to—T,T]XQ;]Rd) < OMilstein
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for all h € 10,T —to] and all ¢ € [1,p].

According to this corollary, if SDDE (II.1) fulfills Assumption IV.8 for all p € |2,00[, the
Milstein approximation converges in SP([to—7, T] x Q; R?) for all p € [1, 0o[. Using Lemma IV.3,
we obtain the following result on the pathwise convergence.

Corollary IV.12 (Pathwise Convergence of the Milstein Approximation)

Let SDDE (I1.1) fulfill Assumption IV.8 for all p € |2,00[. Consider the family of Milstein
approzimations (Y")nen regarding SDDE (I1.1) from equation (IV.33), where (hy)nen C
10,T —to]. Let g- € [1,00[ for all e > 0 be independent of N and such that Y n_; h3F < oo.

Then, the family of Milstein approzimations (Y"V)nen converges pathwise with order o = 1—&
to solution X of SDDE (I1.1) for arbitrary ¢ > 0 as N — oo. That is, for all € > 0, there
exists a positive random variable Z., which belongs to LP(2;R) for all p € [1,00[, such that

sup || Xy — YN[ < Zohy©
telto—,T)

P-almost surely for all N € N.

Using the results from Theorem IV.9 and Corollary IV.12, we can improve the results on the
convergence of the Euler-Maruyama scheme (IV.13) under certain conditions. If the diffusion
coefficient » at most depends on time ¢ and not on the solution X for all j € {1,...,m},
Milstein scheme (IV.33) simplifies to Euler-Maruyama scheme (IV.13). In this case, the noise
of the SDDE is additive, and we have

bj(t,t—Tl,...,t—TD,Xt,Xt_Tl,...,Xt_TD) :bj(t,t—Tl,...,t—TD)

for all t € [tp,T] and j € {1,...,m}. According to Theorem IV.9, the Euler-Maruyama scheme
then converges strongly with order aw = 1, cf. [78, p. 341] in case of SODEs.

Corollary IV.13

Let SDDE (11.1) have additive noise and fulfill Assumption IV.8 for some p € |2,00|, where
Ly = Loy = 8 = Ky = Ky, = 05 = 0 consequently. Consider Fuler-Maruyama approxima-
tion (IV.13) regarding SDDE (I1.1).

Then, the family Euler-Maruyama approrimations (Yh)he]o,T—to] converges in SP([tg — 7,T] X
Q;RY) with order 1 to solution X of SDDE (IL.1) as h — 0. That is, there exists a constant
Cguler > 0, independent of h, such that

X — Yh”sp([to—T,T]xQ;Rd) < Cruler h
for all h € 10,T — to].
Further, we obtain a similar result for the pathwise convergence by Corollary IV.12.
Corollary IV.14

Let SDDE (I1.1) have additive noise and fulfill Assumption IV.8 for all p € ]2,00[, where
Ly = Loy = 8 = Ky = Ky, = 0p = 0 consequently. Consider the family of Fuler-Maruyama
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approzimations (Y"N)nen regarding SDDE (11.1) from equation (IV.13), where (hn)nen C
10,T — to]. Let g- € [1,00[ for all e > 0 be independent of N and such that Y n_; h3F < oo.

Then, the family of Euler-Maruyama approzimations (Y"N)nen converges pathwise with order
1—¢ to solution X of SDDE (I11.1) for arbitrary e > 0 as N — oco. That is, for all e > 0, there
exists a positive random variable Z., which belongs to LP(;R) for all p € [1,00[, such that

sup | X, = V"V < Zo byt
te[to—7,T)

P-almost surely for all N € N.

IV.3. Proofs

Proof of Lemma IV.3

Proof of Lemma IV.3. We follow the proofs of [41, Proposition 23] and [77, Lemma 2.1], and
we generalize their concepts to nonequidistant discretizations, cf. [2, Theorem 3.2].

Let us fix an € > 0 and a
1
p>2q. + z (IV.44)

with g. from assumption (IV.6). At first, it holds

N-1
—(— p —p(a—
(7 sw =Y)Ao X =YY (1V45)
te[to—7,T] n—=0 t€[to—7to]UItN t1 ;]

and further, condition (IV.6) implies hy — 0 as N — oo. In the following, we use the Borel-
Cantelli Lemma in order to show the P-almost surely convergence in (IV.8), cf. [43, Satz 1.11.8].
Using inequality (IV.45) and Markov’s inequality, we obtain

00 1
PR s 1~ v > 15
N1 t€[to—T,T1]
00 N-1
<SR Y s Y
N1 n=0 tG[to*T tO]U}trJyvtnyrl]
[e.9]

-1 —pla—e) h
Z hy Z”X Y NH ([to—7,to] Ul N, 1]) x RY)

< Z hﬁlh;\]p(a%) i: Cf,’h?‘vp
n=0

=0y Yy NI (IV..46)
N=1
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According to assumption (IV.6), it holds h3* = o(N~1) as N — occ. This implies Nh3* = o(1),
and for all € > 0, there exists a constant K. > 0 such that NV h}:\',k < K, for all N € N. In view
of condition (IV.44), we then obtain by inequality (IV.46) that

e 1
S [h;&”‘f) sup || X; — Y > h;’v]

N=1 te[to—7,T)
o0
e A
N=1
(o]
< CPK(T — t)P= 17250 3 i
N=1
< 00, (Iv.47)
and hence,

™ sup | X, — Y| =0
te[to—,T)

converges P-almost surely as N — oo for all € > 0.

Next, we show the existence of random variable Z. in inequality (IV.9). We set

Z. == sup h]_\,(a_s) sup || X: — KhN\|.
NeN tefto—,T]

If sup yen|| Xt — Y"¥ || = 0 P-almost surely, inequality (IV.9) is clearly true, so let sup Nenl| Xt —
Y,/"™|| > 0 P-almost surely in the following.

Note that Z.: Q@ — R is positive and .%/Z(R)-measurable. Moreover, using inequality (IV.45)
and the monotone convergence theorem, we obtain

N-1
E[|z€|p]§E[Suph;f(“‘“Z sup ||Xt—YthN||p}
NeN n—=0 t€[to—Tto] Ut ;t5, ]

00 N—-1
B[S0 s -]
N=1

n—=0 t€[to—7to] VIt t17, ;]

IN

[e’e) ( ) N-1

—pla—e h p

& 1hN ZOHX Y NHSP(([tof‘r,to}U]t,f)’,tnNH})xQ;Rd)'
= n=

Then, similarly to the considerations in inequalities (IV.46) and (IV.47), it follows E[| Z.|P] < occ.
Since || Ze || pr(q;r) < oo for all p € 2¢- + %, ool, cf. condition (IV.44), Holder’s inequality implies
| Ze|lLa(ar) < oo for all g € [1,00[. Finally, inequality (IV.9) follows by

sup || Xy — Y| < ( sup hy ™ sup || X, — v u) hoE = Z.hS
te[to—,T) NeN te[to—7,T

P-almost surely for all € > 0, and the proof is complete. O
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Proof of Theorem 1V.6

In order to show the strong convergence of the Euler-Maruyama scheme, we first have to ensure
the boundedness of its moments.

Lemma IV.15

Let the Borel-measurable drift a and diffusion b, j € {1,...,m}, of SDDE (11.1) satisfy the
global Lipschitz and linear growth conditions (11.8), (I1.9), (I1.10), and (II.11). Further, let
initial condition € belong to SP([tg — 7, to] x Q;R?) for some p € [2, 00].

Considering Euler-Maruyama approxzimation Y from formula (IV.13) regarding SDDE (11.1),
it holds

) 2KV T ot s Ko/m) (T —t0)

2
< (1 + 2||5H5p([t0—7,tolxﬂ;Rd) ¢

2
1+ HYHSP([to—T,T]XQ;]Rd)

Proof. Since &€ € SP([tg — 7,to] x ;RY), we have 1Y 1 sp (fto—r,t0) x 2%y < 00- We assume that

1Y 1] g0 (fto—r,t, ) x 2R < 00

has been proven for all v € {0,1,...,n — 1} where n € {1,...,N}. Foralln € {1,...,N},
inequality (I1.6) and the triangle inequality imply

2
L4 IV g1ty —r ) xme)

< 26y +2( | [ TV as
0

5P ([to—7,tn] x GRY) (IV.48)

+

m . 2
> V(T (s),Yy)) dWS > .
=1 to SP([to—T,tn}XQ;Rd)

In the following, we estimate the two last SP([to, 7] x ©; R%)-norms on the right-hand side of
inequality (IV.48) above. Using the triangle inequality and linear growth condition (I1.10), we
obtain

[ a5, i) as

to

SP([to—7,tn] X Q;RY)

tn
S / Ha(T(\.SJ7YI_SJ))HLp(QJRd) dS

to
tn 1
<K, sup (14 [[Vig—r %) ds
to le{0,1,...,D} LP(Q;R)
tn 1
9 1
< K, ] (1 + HYHSP([to—T,s]XQ;]Rd)) ?ds
0
tn 3
< KoVt — t0</t 1+ ||Y||§p([t0_Tﬁs]XQ;Rd) ds) : (IV.49)
0
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where the Cauchy-Schwarz inequality is used in the last step. Similarly to this estimate, the
Zakai’s inequality from Theorem II.6 and linear growth condition (II.11) lead to

T(ls),Yyy)) dW/

—-(/

ﬁ

Inserting the results from inequalities (IV.49) and (IV.50) into inequality (IV.48), we obtain
L+ (Y%,

SP([to—T,tn] x QR?Y)

1
2

LSJ YLSJ )

d5>
L5 (QR)

tn 1
</ 1 + HY”ZP([tofﬂ',s}XQ;Rd) dS) . (IV50)

to

([to—7,tn] x ;RY)

2
<1+ 2”5“51}([1‘,077,t0]xﬂ;Rd)

— D —\2 [ 2
+ 2(I(a tn - tO + me m) /t ]- + ||Y||Sp([t()—T,s]><Q;]Rd) d5~
0

Then, Gronwall’s Lemma I1.7 implies

2
2| Kav/tn—t "FLK m tn—1
L+ 1Y 1 gty wmty < (1 20€08 Tto}xm))e( VTt 2 Kyy/m) (tn—to)

for all n € {1,..., N}, and, by taking the maximum over n € {1,..., N} on both sides of the
inequality above, we finally have

2
2(KovVT—to+—2= K, T—t
L 1Y W o ety < (1 218080 1y —r 1] xcm)) € ( o+ e Kivm) (T—to)

O

Proof of Theorem IV.6. Consider the difference of the solution X and approximation Y in
formula (IV.19). Substituting the integrands in formula (IV.19) by their expansions (IV.20)
and (IV.21), we have, after the application of the triangle inequality, that

HX - YHSP([tO—T,T]XQ;]Rd)

< H /to'a(r(s,xs)) — a(T (i), X4)) ds

5P ([to,T]xQ;R?)

+ / a(T (1sl, Xs)) —a(T(Is), Xsy)) ds

to

SP([to, T]xQ;R?)

+ / a(T (181, Xisy)) — a(T(1s),Y}s))) ds

to

SP([to,T]x Q4RY) (IV.51)
+ D0 V(T (s,Xs)) = V(T (ls), X)) dWS
—1 Jto

SP([to,T]x 4RY)

I3 [ T X0) = (T (1, X)) 42

SP([to,T]xQ;R?)

+ D VT, X)) — V(T (1), Yig)) dWY
; t

SP([to,T]xQ;Rd).
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We estimate the terms on the right-hand side of the inequality (IV.51) above term by term in
the following. We start with the first term. Using the triangle inequality and the assumption
from inequality (IV.16), it holds

/. a(T(s,Xs)) —a(T(ls], Xs))ds

to

SP([to,T]xQ;R?)
T

< [ 1la(T(s,Xs)) — a(T (18}, X))l o opety ds

to

T
S Lt,a/
to

(1+x]2)*

Ja
sup (141X n [?)
1€{0,1,...,D}

vs — |s/ds

LP(QR)

v/s—|s/ds

S Lt,a

S ([to—7,T]x4R) /

Ya

= Lt,a(1+ ||X||§(WaV1)P([t077-7T]><QR 2/ Vs —lslds

Ja 2
< Lea (1 + IX 1 0vmn gty —rrpxmay) 3T~ to)Vh, (IV.52)

where inequality (IV.31) is used in the last step. Here, we take the maximum =, V1 in order to
ensure that (7, V 1)p > 1, and hence, ||-HS(A,avl>p([t0_T T]xrd) 18 actually a norm. We already
estimated the second term of the right-hand side of inequality (IV.51) in inequality (IV.32),
where

1
C1 = (KaV/T —to + v/p — LEy/m) (1 + IX I3, (0 i)

by Lemma I1.9. Continuing with the third term, the triangle inequality and the Lipschitz
condition (IL.8), cf. inequality (IV.23), imply

/ (T (31, X)) — a(T (18], Vi) ds

to 5P ([to,T]x Q;R?)
T
< L, ) X = Yl so(jtg—r,5 xrsry A8
0
2
< L T—t0< 1 - Y2, [tO_T’S]XQ;Rd)ds> , (IV.53)
0

where we used the Cauchy-Schwarz inequality in the last step. The stochastic integrals in in-
equality (IV.51) can be estimated using similar arguments as above after applying Theorem II.6.
We obtain

X5)) = b (T(1s), X)) AW

SP([to,T]xQ;R?)

m 1

p / (T 2
151, Xs)) 12 ds
vp—1 1< to Z; L% (QR)
D 2\ & ? :
< 1Lt,b\/m / sup 1 + || X s, | ) 2 (s —|s])ds
Vp—1 le{0,1,.. ,D} LP(ShR)
p b
\/ﬁL“’\F( + HXHSW”P (fto—r xR 7 ~tovh, (Iv-54)
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X)) = V(T (181, X5))) AW

SP([to, T]x Q;RY)

1
2

T(1s), Xs)) — ¥ (T (1s1, X9))[?

< / ds>
\/p < L5 @R)

T 2 1
p 2
= \/ﬁLme</to (E X, XLSJT1|LP(Q;R)> dS)

=0

r :
Lbf(LgD + C1(D +1)) (/t (s —1s)) ds>
VT —toVh, (IV.55)

_\/7
<

—\/;ﬁ

Lyy/m(LeD + C(D + 1))

Sl

and

T (181, X9)) — V(T (181, Yig)) dW?

= \/7</ ’2’(9R)d8>

1
2
me< t HX—Yugp([to_ﬂsw;w)ds) : (IV.56)
0

SP([to, T]xQ;R?)

1
2

ZW (1s), X19)) = V(T (181, Yig )12

<

p
vp—1

We insert inequalities (IV.52), (IV.32), (IV.53), (IV.54), (IV.55), and (IV.56) into inequal-
ity (IV.51), and thus, we have in total

X — YHSP([to—T,T]XQ;Rd)

2Lt7 2 Ja
S < 3 a4 (1 + ||X||S('ya\/1)p([t0_7_7T]XQ;Rd)) 2 \V T — tO

meb\/TTL 2 7

+ W\/ﬁ(l + HXH (WVDP ([t —7,T]x Rd)) ’ (IV.57)
2L, pLyv/m
e L¢eD (D+1) -

(T ) (ep v o)) T

N|=

pLyy/m 2
+ <La T —to+ \/ﬁ> < o HX - YHSP([tO—T,s]XQ;Rd) ds) :
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It follows by inequality (I1.6) that

2
HX - YHSP([thT,T} x;RY)

2Lt,a la
<222 X i) VT 0

th,b\/ﬁ 9
- Wm(l + HXHS(%VUP([tO*T,T]XQ;Rd))

2L L
+<“ T+ L™

ol

) (LeD + C1(D + 1)))2(T —to)h

3 V2yp—1
2 T
pLyv/m 2
* 2<La T—to+ m) ; IX = Y“Sp([to—f,s]xQ;Rd) ds,
0
and Gronwall’s Lemma I1.7 yields

2
X~ YHSP([to—T,T}xQ;IR{d)

2Ly 2 L
S 2 <3 (1 + ||X||S(7aV1)p([to—T,T]XQ;Rd)) 2 T - tO

th,b\/m &3
t avp o1t X sewm o) (1v58)
2L, L ?
+ <3 VT —to + %) (LeD + C1(D + 1))) (T —to) h

— 4 PLovm )2 o
XeZ(La\/T To+ m) (T—t0)

Hence, there exists a constant Cgyler > 0 such that

HX — YhHSp([to—T,T]XQde) S CEu]er \/E

for all h € |0, T —to], and the family of Euler-Maruyama approximation (Y) hel0,T—to] Converges
in SP([to — 7, T] x Q;R?) to solution X of SDDE (IL.1) as h — 0. O

Proof of Theorem IV.9

In order to show the convergence of the Milstein scheme, we have to ensure the boundedness
of its moments first.

Lemma IV.16

Let the Borel-measurable coefficients of SDDE (11.1) fulfill Assumption IV.8iv), where b’ (t,t —
Tlyeeost — TDyyeney) € Cl(RdX(DH);Rd) and its spatial partial derivatives are bounded by
a constant Ly > 0 for all t € [ty,T] and j € {1,...,m}. That is ||8x;~bj(t,t — Tyt —

TD,ﬂfo,ﬂfl,...,ﬂcD)H < Ly for all t € [to,T), i,j € {1,...,d}, and z; € R?, where | €
{0,1,..., D}. Further, let initial condition & belong to SP([to—T,to] x ; R?) for some p € [2, 00].

Considering Milstein approximation Y from formula (IV.33) regarding SDDE (11.1), it holds

2
1+ HY”SP([to—T,T]xQ;]Rd)

2( Kov/T—to+—2= Kyp/m+pLymydKy,(D+1)/T—t * (Tt
< (1+2Hg‘@p([to—T,to]XQ;Rd))e ( OTVrT svmtply bl ) 0) ( 0).
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Proof. The proof is similar to proof of Lemma IV.15. Therefore, we only consider the part that
changes here. Inside the brackets of the right-hand side of inequality (IV.48), the term

Z/ 28 (T (181, Yig))

]11t0i1

(s—m)Vto . .
- /( B2 (T (1) — ) V o, Yy xyvay)) AW ATV

ls]—T1)Vto

Jo—1 SP([to—7,tn] x ARY)

has to be added. Using Theorem II.6 twice, the boundedness of the derivatives 8x}-bj1, Assump-

tion IV.84v), and the Cauchy-Schwarz inequality, we obtain, similarly to inequalities (I1.26)
and (IV.50) the estimate

S| > 0, (T (3, Yo

ji=17%0 =1
m (s Tl)Vto o ) 4
<3 / b2 (T (18] — 1) V o, Yiygy—epyvy)) AWE2 ATV
d2=1" (181 0)Vto S ([to—7tn] xRY)
m d
p .
T Vp- 1Z</t0 D || 2 0t (T (15, Vi)
=0 J1=1 =1
m (s—1)Vio = ' 2 %
S T (s = )V Vi g W2 | d3>
jo=1 (s =) Vito L2 (4R)
I \/> (S Tl)\/to ) . 2 2
= b\ﬁ Z(/ Z/ YT (181 =) Vio, i) —yvio ) AW d8>
to (1s1—71)Vto LP(Q;RY)

1
2

tn
< Pme\/gKb(D + 1)ﬂ(/ L+ HYHz"([tO*T,S}XQ;Rd) ds)
to

We add this additional term to the right-hand side of inequality (IV.57), and then, similarly to
inequality (IV.58), Gronwall’s inequality yields the assertion. O

Proof of Theorem IV.9. Consider the difference of the SDDE’s solution X and the correspond-
ing Milstein approximation Y, that is

0 ifte [to—T,tQ] and

[ alTe.x0) = a(T (.Y, ds
+Z tbj(T(s,XS)) — b (T (1s),Y,y)) dW?
Xe =Y = (IV.59)

—zz/ S0, (T35

lO]lltOzl

(S Tl)Vto o ) )
S /( B2 (T (18] — ) V oy Vay—ryty)) AWE2 V)

jo=17sI—T )Vto

ift € ]to, T]
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1V.3. Proofs

for all ¢t € [top — 7,T] P-almost surely.

mula (IV.59) and applying the triangle inequality, we have

14

1X = Yllgo(rg—rzomty < D Re
r=1

where

R

RQI

?

R7'

Rg:

= / T(1s), Xisy)) —a(T(1s],Ys)) ds
to

)
SP([to, T]xQ;R?)

—a(T(s), Xs))ds

i
s
o
=

)
SP([to,T]x4R?)

Il
NE

/ Z a zCL I-SJ ) XLSJ ))(57(;87”[[)/\250 - EELSJ 7Tl)/\t0) ds

to j=1

N
Il
—

D (s—T)Vto
:Z / Z@ ia( LSJ,XLSJ))/ a' (T (u, Xy)) duds
1=0 to ;1 (IsJ=m1)Vio
D
= an
D m S— Tl)\/t() . .
:Z / Z@ ia(T (18], Xg) Z/ b (T (u, X)) dW, ds
1=0 I 70 =1 =17 (Is1=m)Vto
/ 0 118 zza (Isl, X9 +0(Xs — X \g)))(1 — 6)db
O’Ll i0=1
(Xél Tl Xl,_lej Tl )(X;Q Tl 7X7L;SQJ—TZ2)dS Y
Sp([to,T)xQ;R?)
=12 [ V(T8 X)) =V (T(1s), Vi) dWY :
j=17to 5P ([to, T]x%uRY)
= V(T (s, Xs)) = V(T (Is), X)) AW/ :
=1t 5P ([to,T]x RY)

Za bj T (1sl, XLsJ))(gs —1;)Atg 5([8] —1) /\t())dW

)
SP([to,T]x4R?)

)
SP([to, T]x4RY)

Inserting expansions (IV.37) and (IV.39) into for-

(IV.60)

b
SP([to,T]x4RY)

(Iv.61)

)
SP([to, T]x4LRY)
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D & ) (s—1)Vto ‘

Rio = Z/ Zax;bj(T(LSJ,X@))/ a* (T (u, X)) du dW? :
1=0 Il j=1 /%0 j=1 (1s)—m)Vto 5P ([to,T] x %RY)
D | m .om o a(s—1)Vig .

R ::Z Z/ Z/ dw?
1=0 I ji=1 /%0 j,—1 7/ (lsl=T)Vto

d
xS (Bt (T8, XDV (T (1) = 0) V o, X(y—ryty)
=1

)

= 0, (T (181, Y IV (T (1) = T V o, Vg mputo)) ) AV
SP([to, T]x Q;RY)

(s—11)Vio =
[ (e x)
(

ls]—T1)Vto

m . d m
> [ o Tl X)) Y

ji=1"10 i=1 jo=1

D
ng Z:Z
=0

— b2 (T ((1s) — ) V t07Xu))> AWz awi

)

SP([to, T]xQ;R?)

D m . d ) m
Ris ::lz; Z/Zam;'bﬂ(T([SJaXLSJ))Z

=0 'l j1=1"10 i=1 ja=1

= B (T (1) = 1) V to, X mperg) ) AV AV

(S—Tl)Vto B
Lo T = v X

ls]—T1)Vto

b
Sp([to,T]xQ;R?)

and
m . D d 1 ‘
Rig = Z/ >y / 010 b (T(1s), X5y + 0(Xs — Xg)))(1 — 6) db
7j=1 to l1,l2=011,i2=1 0 h 2
X Koty = X, )X, = Ko, ) AR SP([to, T x RY)
In this proof, we estimate the terms R, r € {1,..., 14}, separately and show that there exist

constants C7,C > 0 such that

1
2

T
2
1X = Y120 0z ds> . (IV.62)

HX — YHSP([t()—T,T]XQ;Rd) S Clh —'I_ CZ< \
0

Considering inequality (IV.62) as being satisfied and using inequality (I1.6), we would obtain

1X ~ Y3,

T
212 2 2
ey < 2022 4205 /to 1 = Y120 gty 45 (IV.63)

and the assertion of Theorem IV.9 follows by Gronwall’s Lemma II.7.

In the following, we estimate the terms R, r € {1,..., 14}, from inequality (IV.60), where we
proceed in lexicographical order.
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1V.3. Proofs

In order to keep the overview, we provide the following Table IV.17. It contains the number and
the page number of the inequality where the estimate of term R,., r € {1,...,14}, is stated as
well as the information whether the term is bounded by a constant times h or a constant times

1
( fto X — Y| P ([to—r.5] X Rd)) . The latter information indicates whether term R, contributes
to constant C or constant Cy in inequality (IV.62).

The first term Ry is already estimated in inequality (IV.53), which is utilized the proof of
convergence of the Euler-Maruyama scheme. It equally holds

1
2

T
R1 < Loy/T — to( t (RO 4 FAT— ds> : (IV.64)
0

Similarly to inequality (IV.52), we obtain, using Assumption IV.8 vi) and

N— 1

n+1
/ s — || ds—Z/ (s —tn ds—z (n+1 tn)?

to n=0

v 1 (IV.65)
<gh Z_%(tnﬂ —tn) = 5(T = to) h,

Table I'V.17. Consider the terms R, 7 € {1, ..., 14}, of the right-hand side of inequality (IV.60). The number

and the page number of the inequality stating the estimate of term R, are presented. The last two columns
1

represent whether term R, is estimated by a constant times h or a constant times ( L:HX*YHép([t(ﬁT R xQ»Rd)) 2,
The latter indicates whether term R, contributes to constant Cy or C in inequality (IV.62).

1

Inequality Page h (ft ||X Y”sp ([to— Ts]xQRd)>2

R1 (IV.64) 89 v
Ro (IV.66) 90 Vv
R (IV.68) 90 Vv
Ry (IV.69) 90 Vv
R (IV.79) 93 v
R (IV.145) 118 v
Rs  (IV.146) 118
Re¢  (IV.153) 121 v
Rr  (IV.154) 121 v
Rs  (IV.155) 122
Re  (IV.157) 122 v
Rio (IV.158) 122 Vv
R (IV.166) 125 v
Riz  (IV.169) 126
Riz  (IV.170) 127 v
Ris  (IV.171) 127
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that

9 va ]
Ro < Lyo(1+ |yXHSW1>,,([tO_ﬂXQ?Rd)) 2T —to) . (IV.66)
The estimate of term R3 makes use of the Lipschitz continuity of the drift coefficient a, see
Assumption IV.8 ¢i). Due to the Lipschitz continuity, we have Haxfa(’T( 1s), X5 (w)))]| < Lg for
all (s,w) € [tg, T] x Q. This inequality will be frequently used in the following, only with the
reference to the Lipschitz condition in Assumption IV.84i). Moreover, the Cauchy-Schwarz

inequality implies the inequality
d .
S el < V|| (1V.67)
i=1

for z € R? that is also often used below. Using the triangle inequality, Assumption IV.8 i),
inequality (IV.67), Assumption IV.8 vii), and inequality (IV.65), we obtain

D T d
Rs < Z/ ZHaxfa(T(l-sLXLSJ))HKEszl)/\tO - fasj—n)/\to‘ ds
=17t =1 LP(QR)
D .
< L“\/gZ/t Hé(s—’rl)/\to - g(sz—Tl)/\toHLP(Q;]Rd) ds
1=1 1o
1
< La\/ngDi(T — o) h. (IV.68)
Similarly to previous inequality (IV.68) and inequality (I1.25), it holds
D T (s—11)Vio
Ra < LoVdy / a(T (u, X)) du ds
1=0 (s =) Vto LP(Q;R?)
11
< LaVAKu(D 4 V(11X ) 5T 10) B (1v.69)

where the linear growth condition in Assumption IV.8 7v) is used.

Now, we consider with term Rs. As indicated in Section IV.2, a greater effort needs to be
spend on the term R in order to estimate it properly. In the following, we consider term Rg
and the terms T\’,fr) for 1 € {1,..., D} separately. Starting with term Rg, the triangle inequality
initially implies

tn+1 m S .. .
RY < sup i 0T (b, X0,)) D / VI (T (u, X)) AW ds
t€(to, T tn 0 i1 /ln LP(O4R)
tn+1<t
sup / 0, za (1t), X4 / b (T (u, Xu) )dWJ ds )
tefto, T] 11 J[t] Z H Z Lr($;R)
(IV.70)

cf. [78, Inequality (10.8.4)]. Consider the second term first. Using the triangle inequality, As-
sumption IV.8 ¢7), inequality (IV.67), and the Cauchy-Schwarz inequality, we obtain, similarly
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1V.3. Proofs

to [78, Inequality (10.8.6)], that

sup / T (1), X)) / b9 (T (u, X)) AW ds
te(to, T [t] 5 L Jzz:l s] Lr(4R)
t m s
< LoVd| sup / V(T (u, X)) dW7 || ds
t€fto,T]  [t] ls) LP(4R)
TR ITERS
< LoVd|| sup (/ V(T (u, X)) dW) ds) t— |t
t€lto,T] \ J|¢] ls) LP(%R)
T s IR
< LoVd </ V(T (u, X)) dW, ds> vVh
to E] Lr(R)
T s . 1212
= L,Vd / V(T (u, X)) dWI|| ds vh
to ls) L% (QR)
&, s . 112 2
< La\/&</ V(T (u, X)) dW? ds> Vh. (IV.71)
to ls! (4R

We consider the integrand of the integral over time, which is further estimated in the following.
At first, Zakai’s inequality from Theorem II.6 implies

m 2

LP(Q;Rd) B /LSJ

V(T (u, X)) AW
j=1"1

du

ZIW

L% (2R)

(IV.72)

for all s € [tg, T]. Taking the linear growth condition of diffusion coefficient & from Assump-
tion IV.8 iv) into account, it holds

ZIW O <Km|| sw (14Xl
L2 (R) le{0,1,...,D} L2 (R)
gKl?m"1+ sup HXt
tefto—.T] L (2R)
§K§m<1+ sup || X2 )
tefto—7.1] L% (QR)
2 2
- Kbm(1+ HX”SP(tO 7T XQRd))

for all u € [to, T]. Inserting this into inequality (IV.72), we obtain

m 2

bJ<T<u7Xu)) szZ ( - 1)Kbm(1 + HXHS;U( [to—7,T]x; Rd))(s - LSJ)
j=1"15

(IV.73)

LP(Q;RY)
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for all s € [tg, T]. Together with the inequalities (IV.71) and (IV.65), we get

/Zaza (1s), X)) Z/ b (T (u, X)) AW ds
1t]

s

sup

tefto,T LP(Q4R)
1

T 2
< LoVidy/p — 1Kyv/m(1+ ||X||§p([t0—T,T]XQ;Rd)) </t0 s — s ds) vh
L
< LoVdy/p — 1Kp/m(1 + X130 077 0 2m)) ﬁ\/T —to h, (IV.74)

VI

and thus, we found a desired estimate of order O(h) for the second term in inequality (IV.70).

Now, we continue with the first term in inequality (IV.70). At first, we have

tn+1
/ Zaza (tn, X, Z/ b9 (T (u, X)) AW ds
tn tn

sup
telto,T =1 Lr(SR)
tn+1<t
tut1 m .
= sup / 0,ia(T (ty, Xs,)) /b” Xy))dW/! ds .
ne{l,..N} t, Z 0 ; ty LP(4R)
(IV.75)

The time-discrete process

n—1 ) d m
(Z/t : > 0,a(T (b, X,)) Z/ b (T ))deds>
v=0 ty

i—1 j= ne{l,...,N}

is discrete martingale in LP(€; R?) with respect to filtration (Ztn)nequ,..., Ny as each summand
is Z, .,/ B(R%)-measurable and as

tl/+1 m
E[/ Zaza (ty, X1,) Z/ b (T (u, X)) AW ds|.Z
ty ty
d v+1
> 0,a(T tV,XtV))E[/ /bw (u, X)) AW ds|.Z,
i=1 2 ty

=1
=0

P-almost surely for all v € {0,1,...,N — 1} by the stochastic integration by parts formula
based on Itd’s formula, cf. [64, Equation (3.13)], and properties of the stochastic integral.
Thus, the discrete Burkholder-type inequality in Theorem I1.5 applies to the right-hand side of
equation (IV.75), and together with the triangle inequality, we obtain

v+1 .
sup / 0,:a(T (ty, Xt,) / VI (T (u, X)) AW ds
nef{l,...,.N} t, g 0 z:: LP(R)
_ 1
<P (Zl /MlZaza (ty, X2 Z/ b (T (4, X,) dWst )2.
pP— 1 v=0 ty i=1 Lr(Q iRd)

(IV.76)
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1V.3. Proofs

Next, we consider the LP(€; R%)-norms of the summands from the last inequality (IV.76) only.
Using the triangle inequality, the Lipschitz continuity of the drift coefficient from Assump-
tion IV.8 i), inequality (IV.67), and the square root of inequality (IV.73), we obtain

tu+1 d m s .
[ o X)) Y [ 697w X)) awg as
t P

=1

Lr(:RY)

tu+1

< LoVd

2%

1 tu+1
< LgVidy/p — 1Kyv/m(1 + HXH%’P([tO—r,T]xQ;Rd)) 2 /t Vs —t,ds

12

= LaVdy/p = Kp/m (1 + [ X[ 4y peomeny) * 5 (Boer — ).

ds
LP(Q;RY)

f:SWWMKMMm

1

o

(IV.77)

Inserting this into inequality (IV.76) yields

m

noloety gy d s .
> [ talT e X ) Y [ BT X)) i ds
v=0"tv j=1"tv

=1

sup
ne{l,...,.N}

LP(QR)

N-1 1
P 2 3 2
S \/]ﬁLa\/E\/ﬁKbm(l + ||X||SP([t0—T,T]XQ;Rd)) < VZ:O (ty+1 - ty) )

p 2 12
: \/ﬁLa\g\/ﬁK”m(l FIX W - riryxipey) 5 VT — to (IV.78)

and together with inequality (IV.74), it follows that

N

Wil N

N|=

RY < LaVay/p = TKp/m(1+ X112 0 ryx ezt

)\/T—toh.

(IV.79)

e 1
3Vp—1 2

Now, let us consider term Rl5 for I € {1,...,D}. In order to overcome the problem of the
missing discrete martingale property, the Malliavin calculus is used.

Recall that initial condition &: [tg — 7,t0] X @ — R? is a stochastic process, where & is
Ft, | B(RY)-measurable for all t € [ty — T, t0] in particular. Since the increments W; — Wy, , t €
[to, T'], of the Wiener process are independent of .%,,, process ¢ is independent of sub-o-algebra
G C 7, see equation (I1.2) where ¢4 := 9 and cf. Chapter III. But this just means that &
is not ¥/%(R%)-measurable for any t € [ty — 7, o] in general. Indeed, consider the preimage
A=¢7Y(B) for any B € B(R?Y) and t € [ty — 7, o). Since & in independent of %, it holds

P[ANC] = P[4] P[C] (IV.80)

for all C' € 4. Assume for a moment that & is ¢/%(R%)-measurable. Then, we would have
A € ¢ and equation (IV.80) would imply

(IV.81)

for all preimages A = & '(B), where B € #(R%) and t € [ty — T, t]. However, equation (IV.81)
only holds true if P[A] = 0 or P[A] = 1. But this would mean that ¢ is just a modification of
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a deterministic process, which is a contradiction to our assumption on initial condition &, see
Assumption IV.8 vii).

Due to these considerations, solution X of SDDE (II.1) with initial condition ¢ is also not A([to—
7,T]) ® 9/ B(R?)-measurable in general. Thus, X; does not belong to the space 2P(2; R?) for
any t € [tg, T], and the Malliavin calculus cannot be used directly.

In order to make techniques from the Malliavin calculus applicable, we use [107, Lemma II1.1.3],
which we here represent in case of SDDEs.

Lemma IV.18 (Cf. [107, Lemma III.1.3])

Let the Borel-measurable coefficients a and b7, j € {1,...,m}, of SDDE (11.1) fulfill Assump-
tion IV.84) and Assumption IV.8iv). Consider the solution X¢ of SDDE (I1.1) with respect
to initial condition C that belongs to SP([tg — T,to] x 4 R?) for some p € [2,00[. Further, let
initial condition ¢ be a simple random variable of the form

K
¢=> zla,
k=1

where z, € C([to — 7,to]; RY), Ay, € Fyy with Ay N Ay =0 for k #1, Uszl A =9Q, and K € N.
Then, there exists an N' € Fy, with PN =0 such that

K
Xf(w) =Y X (w)la, (w)
k=1

for all (t,w) € [to — 7, T] x (Q\ N), where X? is the unique strong solution of SDDE (11.1)
regarding initial condition zj.

We remark at this point that the solution of SDDE (II.1) is in general, opposed to SODEs, not
linear with respect to its initial condition, cf. [108].

To be able to use Lemma IV.18, the initial condition has to be a simple random variable
that takes values in the space of continuous functions. In the following, we describe how to
approximate initial condition £ by a sequence of such random variables on whose corresponding
solutions we then can apply Lemma IV.18.

Consider initial condition ¢ from Assumption IV.8 vii). As P-almost all realizations of £ are
continuous, there exists an V' € ., with P[N] = 0 such that {(w) is continuous for all
w € Q\N. Let us define a process £ € SP([tyg — 7,to] x Q; R?) by
. if (t,w) € [to — 7, to] x (2 d
Ew) = &) AW € lfo =7l X (A N) an (IV.82)
0 lf(t,w)E[to—T,to]XN.

Then, the processes & and ¢ are indistinguishable, and it holds £(w) € C([to — 7, to); RY) for all
w € Q. Moreover, the solutions X¢ and X¢ of SDDE (II.1) with respect to their initial conditions

¢ and 5, respectively, are also indistinguishable. This follows from Markov’s inequality and
Lemma I1.10.
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1V.3. Proofs

Since all realizations of é are continuous, there exists a sequence ((")yen of simple random
variables (" = "5 271 ar where 2} € C([to — 7,0 RY), A}, € F, with A} N A7 =0 for k # 1,
AT =Q, and K, € N such that

sup  [[¢F (W)l < sup  [|&(w)l (IV.83)
tE[to—T,to} tE[to—T,to]

and
i sup () — G =0 (v 84)

=00 teltg—T,to]
for all w € Q. This can be seen as follows.

For t € [ty — T, to], define the projections m;: (RY)lo=7tl — R by m(z) = 2(t) for all maps
z: [to — 7,tg) — RY. Since € is B([tg — 7, t0]) ® P,/ B(R?)-measurable in particular, random
variable m;(€) = & is Fy, / B(R?)-measurable for all t € [tg—T, to]. Then, [43, Satz 1.3.4] implies
that £ can be viewed as an %y, /o({m; : t € [to — T, to]})-measurable random variable. Further,

it holds for the Borel-o-algebra of C([ty — 7, to]; R?) that
B(C([to — 7, to]; RY) = C([to — 7, to; RY) No({m; : t € [to — 7, t0]}), (IV.85)

see e.g. [43, Bemerkung 7.2.8 (e)] or [53, Beispiel 1.24]. As £(w) € CO([to — 7, to]; RY) for all

w € Q, the stochastic process & can be viewed as an .Zy, /B(C([to — T, to]; RY))-measurable
variable by equation (IV.85).

Then, the existence of such sequence (¢").en follows from [61, Corollary 1.1.7]. Since all
realizations of ¢" are continuous, (" is B([to — T, to]) ® F,/B(RY)-measurable for all r € N,
see [75, Proposition 1.1.13]. Using these considerations and Lemma IV.18, we can show the
following lemma.

Lemma IV.19

Let the Borel-measurable coefficients a and ¥, j € {1,...,m}, of SDDE (1L.1) fulfill Assump-
tion IV.81i) and Assumption 1V.8iv), where a(t,t —T1,...,t —Tp,...,*) € Cl(]RdX(DH);]Rd)
for all t € [tg,T). Further, let initial condition & belong to SP([tg — T,to] x Q4 R?) for some
p € [2,00] and P-almost surely have continuous realizations.

Then, there exists a sequence (C")ren of simple random wvariables (" = kK:Tl zplay, where

2 € C[to — 7, to); RY), A} € Fy with AL N AT =0 for k #1, Ur, Al =Q, and K, € N such
that formulas (IV.83) and (IV.84) are fulfilled. Further, it holds

K, d
RL = 71li_>r{)10 Z Lag Z am;‘a(T(LSJ’XLZst))
k=1 to =1
m (s—’tl)Vto o o7 . (IV86)
S0 [T X3 v s
j=17(sl=m)Vto S ([to, TI*URD || Lo ()

forle{l,...,D}.

95



IV. Numerical Approximation of Stochastic Delay Differential Equations

Proof. Consider initial condition £ defined in equation (IV.82). Since the stochastic processes
¢ and € are indistinguishable, the solutions X¢ and X¢ are also indistinguishable as mentioned
above. Thus, we can write

where we switched X¢ and X¢ compared to formula (IV.61). In the following, we show

(s—11)Vio

/Zala (1s), X&) Z/ b9 (T (u, X5)) AW ds

to ;—1 (Is]—m)Vto

SP([to,T]xQ;Rd)’
(IV.87)

s—T; \/to

(T (1s), X5) Z / b (T (u, X§)) AW ds

(I1s)]—T1)Vio

= lim
T—00

SP([to,T]xQ;]Rd)’
(IV.88)

where sequence (¢")ren is specified in the statement of this lemma. The existence of such a
sequence (("),en has already been discussed prior to this lemma. Considering the difference of
the arguments in the SP([to, T] x Q;R%)-norms in equation (IV.87) and (IV.88), it holds

s—1;)Vto ” )
H Za ia(T (181, X)) Z/ b (T (u, X5)) AW
to j—1 (ls1—T1)Vto
s—1;)Vto - )
— 0,a(T X5) Z / b9 (T (u, X§)) dW ds
(ls)—7)Vto 5P ([to,T]x 4R
H Za ia(T(1s1, X5))
to j=1
m (S—Tl)Vto o , ) m (S—Tl)Vto o - )
(X [ s an -3 [T i ) ang
j=1 " (sl=m)Vto j=1 7 (Isl=m)Vto
d ~
+ 3 (95T (18, X8)) = 50(T (151, X5,)))
=1
m (s—t)Vto N )
x ) / b (T (u, X§)) AW ds ,
j=1 " (lsl=m)Vto SP([to, T]x4ERY)

(IV.89)

where we subtracted and added the term

s—1;)Vto

Z&m (tn, X&' Z/ b (T (u, XS)) dW3.
t

n—T1)Vto

Thence, equation (IV.88) follows if the left-hand side of equation (IV.89) converges to zero as
r — 00.

Applying the triangle inequality to the right-hand side of equation (IV.89), using the global
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1V.3. Proofs

Lipschitz continuity of the drift coefficient and using inequality (IV.67), we have

s—1;)Vto ” )
I/ S0, a(T (1, X5) Z/ B9 (T (w1, X)) AW
to =1 (Il =) Vto
(S T Vt() - )
= Oyia(T (Is), XLSJ Z / b (T (u, X5)) dWI ds
(ls)—7)Vio SP([to,T]x %uRY)
N— tnt1 (S T Vto . - ) . .
\/&Z/ Z/ T(u, X$7)) — 0 (T (u, X5)) AW ds
n—0 (th—T \/to LP(;RY)
N=1 o i ;
Y / S 00Tt XE)) — 00Tt XE )|
n=0 vin i=1
m (s—11)Vto o . )
<Y / b (T (u, X§)) AW ds.
j=1 (tn—T1)Vto LP(;R)
(IV.90)

In order to show convergence to zero of the right-hand side of inequality (IV.90) above as
r — 00, we need the following considerations.

According to inequality (IV.83) and the convergence in formula (IV.84), the dominated con-
vergence theorem implies

Jimn (167 = Ell s (1 —r.to] ey = 0-
Then, using Lemma I1.10, we obtain

Jim [1X€7 = X¥ g1ty 77 0m0) = O (Iv.91)

Due to the convergence in equation (IV.91) and the Lipschitz continuity of &/ from Assump-
tion IV.8 i), it follows

lim e (T X)) = VTG XD o ez =0 (1.92)
Further, we show

m (s—T1)Vto

> /( 9 (T (u, X5)) W

j=1 ls]—T1)Vto

(Tt X5 ) = 0ya(T (1, X7))|

7—+00 LP(4R)

=0
(IV.93)

for all s € [to,T] in the sequel. The convergence in equation (IV.91) implies

sup | X7 — X;| =0
tefto—,T)

in probability as r — oo, that is

i P{wen: s 5 @) - x> <f] <0

00 t€fto—7,T]
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IV. Numerical Approximation of Stochastic Delay Differential Equations

for all € > 0, [67, Theorem 17.2]. By the continuity of partial derivative Oxfa, we obtain

i P |{u € 23 [0,a(T (0. X (@) = yga(T(0 X @D > | =0

r—00

for all e > 0 and all ¢ € [tg, T], see [67, Theorem 17.5]. Further, it even holds

d -
i P [ € 0 3 0,50(T (5 X6 (1) — 0,40l T (s, XE )]
i=1
(w) > 6H =0

for all e > 0 and all s € [tg, T]. If we have, in addition, the uniformly integrability to the power
of p of this sequence that converges to zero in probability, we obtain by Vitali’s convergence
theorem, see e.g. [38, p. 262] or [74, Proposition 4.12], the convergence in equation (IV.93).
Thus, we show the uniformly integrability in the following. The Lipschitz continuity of drift
coefficient a yields

m

(s—17)Vio o - )
/ b9 (T (u, X5)) AW
(

1s]—T1)Vio

=1

10,5a(T (8, X7 (@) = Dal(T (1, X5 (@)))]| < 2La (IV.94)

for all (t,w) € [to, T'] x 2. Moreover, analogously to inequality (IV.73), Theorem II.6, the linear
growth of the diffusion coefficients, see Assumption IV.8iv), and Theorem II.8 imply

m

(s—11)Vio o - )
/ b (T (u, XE)) AW
(1sI—m7)Vio

j=1 Lr(R)

< \/ﬁ[(b\/rn(l + ||X§|‘?gp([t0—r,T}xQ;Rd))

< 00

N

(T —to)

for all s € [tg, T]. According to this and inequality (IV.94), we obtain the uniform boundedness

d ~
Y 10,a(T (1s), X§)) = Osal(T (151, X5))l
=1 (IV.95)

m

(S—Tl)\/to o . )
3 / b (T (u, XE)) AW
(

ls] =) Vto

sup sup
reN selto,T]

X < 00,

LP(QR)

=1

and hence, we have the uniform integrability of

d -
(( Stosa(T5.XE) - 0Tl X))
=1

))..

for all s € [tp,T]. Then, the convergence in equation (IV.93) follows by Vitali’s convergence
theorem.

m (s—11)Vio o . )
<3 / b3 (T (u, X5)) ATV
(

ls]—T1)Vto

Jj=1
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1V.3. Proofs

Next, we consider the limit of the right-hand side in inequality (IV.90). Using Theorem II.6
and equation (IV.92), we infer for the limit of the first term on the right-hand side of inequal-
ity (IV.90) that

\/»N—l -
lim L,Vd /
Jum Lavd)_ |
<L, f d\/p—
tnt1 (s—m)Vito - . 012
Z)ggo / ( / S (T s X5)) — T s XD, e ) as

(tn—Ty \/to‘7 1

ds
LP(;RY)

s— Tz)\/to ] . ) - )
/ (u, X$')) — b (T, X5)) AW

n—T] VtO

NG

< LoVdy/p — 1vm(T — t9)? lim max Hbj(T(vX-CT)) —bj(T(‘aX.g))HSP([tO,T}xQ;Rd)

r—00 je{l,..

—0. (IV.96)

Further, using the uniform boundedness in formula (IV.95), the dominated convergence theorem
and equation (IV.93) imply for the limit of the second term in inequality (IV.90) that

N-—1 trt1
lim g /
r—00 t

n=0 """

m (s—11)Vio o . )
3 / b (T (u, XE)) AW
717 (

j= tn—1;)Vito

0,ya(T (1, X5.)) — 0yga(T (1, X5))|

V.97
s (IV.97)

LP(5R)

X

=0.

According to the convergence in formulas (IV.96) and (IV.97), the right-hand side of inequal-
ity (IV.90) converges to zero as r — oo, and hence, equation (IV.88) holds true.

We now show the equivalence of formulas (IV.86) and (IV.88) by applying Lemma IV.18 to
solution X¢" in formula (IV.88). In the following, we frequently use that

K, K,
(k) = v s (IV.98)
k=1 k=1

for functions f, where zj, is in the domain of f, cf. [107, p. 50]. Using formula (IV.98),
Lemma IV.18 implies

0,1a(T (tn, X Zala (tn, X ))M (IV.99)

for n € {0,1,..., N} P-almost surely and

s—11)Vto

m (s—t)Vto o ‘
> /( b (T (u, X$)) AW = ZZ / b (T (u, Xo*)) AW Lay

j=1 tn—’fl)\/to k=1 j=1 n—Tl Vt()

(IV.100)

for all s € [t,,T] with n € {0,1,..., N} P-almost surely. Inserting equations (IV.99) and
(IV.100) into formula (IV.88) and using that Lay - 1ar = 0 if k # [, we further obtain for
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IV. Numerical Approximation of Stochastic Delay Differential Equations

the Euclidean norm of the argument of the SP([tg,T] x Q;R%)-norm in formula (IV.88) by
formula (IV.98) with f(-) = ||-|| that

(s—11)Vio , )
H Za ia(T(1s), X)) 2/ b (T (u, X)) AW ds
to j—1 “ (Isl=m1)Vto
(IV.101)
s—1;)Vto ) r )
—Z]lAr /Zala (1s], X %) Z/ b (T (u, X k) AW ds
to j—1 (IsJ—m)Vio

for all ¢ € [ty, T] P-almost surely. Since z € C([to — 7,to); R?) is deterministic, the solution
X7k and thus also the Euclidean norm on the right-hand side of equation (IV.101) above are
independent of .#;,. Moreover, random variable 1 47 is an #;,-measurable as A} € F,. We now
insert equation (IV.101) into formula (IV.88). Using formula (IV.98), we infer by properties of
the conditional expectation that

Ré:)ﬁ&( [ [ sup i a(T (1), X@))

tE t()7 Oi 1
U VS ) P .
£y / b9 (T (u, XS)) AW ds 9}”)
j=1 Y (Isl=m)Vto
= lim < [ [ sup <211Ar / Zala (1sl, X[sj))
r—00 teto,T to i23
m o (s—T)Vio - TN »
«3 / b9 (T (u, X2F)) AW ds > fft()”>
j=1 (IsJ=m1)Vio

Ky
:rll>rgo (ELZ_I]IAZ [ sup

te(to,T)

[ ;a (T (1, X))
%H)”
/ Za (T (s, X))

vl

The inner expectation on the right-hand side of equation (IV.102) above is just the SP([tg, 1] x
Q; Rd)—norm to the power of p, and thus, we have

m (s—11)Vio o T )
x> / b5 (T (u, Xo*)) AW ds
(

j=1Usl —T1)Vto

p

Ky
:rll>rgo <E[;1AZ [ sup

te(to,T)

(IV.102)
m (S Tl)Vt() . T )
x> / b5 (T (u, XoF)) AW ds

(

j=1 ls|—T7)Vto

R~ = Jim (v [ZM

m o op(s—u)Vio o A
«3 / b3 (T (u, X2F)) AW ds
(1s)—m1)Vto

/ Za ia(T(1sl, thj))

to j=1

X (IV.103)

)|
SP([to, T]xQ;R?) '

J=1
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Using further that

for any ¢ € R with ¢ > 0 by formula (IV.98), equation (IV.86) finally follows from equa-
tion (IV.103). 0

P(QR)

Considering equation (IV.86) in Lemma IV.19, we separated the terms that are .%#;,-measurable
from those that are independent of o-algebra .%;,. To be more precise, the stochastic pro-
cess inside the SP([tg, T] x ; R%)-norm is not only independent of o-algebra .%y,, it is rather
B([to, T)) @9/ B (RY)-measurable. Thus, we have the necessary 4-measurability, which is needed
in order to apply techniques from the Malliavin calculus, cf. Chapter III.

In order to prove that term RY is of order O(h) for I € {1,..., D} as h — 0, we consider the
term

from equation (IV.86) in Lemma IV.19 and prove that it converges for all 2§ € C([to— 7, to]; R%)
to zero with order O(h) as h — 0.

s—11)Vto

/Zaza (1, XLSJ Z/ b (T (u, Xo*)) AW ds

to j—1 (1s)—=m)Vto

(IV.104)

SP([to,T]x 4RY)

As we mentioned in Section IV.2, cf. inequality (IV.43), the stochastic process inside the norm
of term (IV.104) is not a time-continuous nor, restricted to the points in time {tg,t1,...,tn}, a
time-discrete martingale or submartingale in general. Thus, neither the Burkholder inequality
nor Doob’s maximal inequality is applicable. In order to handle the supremum over time
without Doob’s martingale inequality, the so-called factorization method is used, cf. [3, p. 246]
and [4, p. 142] as well as [26] and [27, p. 128]. The method is based on the following lemma,
cf. [3, p. 246].

Lemma IV.20
For all 9 € ]10,1] and s,t € R with s < t, it holds

! )t — Vg =
/S(T U sin(md)’

Proof. According to [5, Theorem 1.1.4 and Theorem 1.2.1], Euler’s reflection formula states

! —¥ 91 i
/0 vl m )T de = sin(md)

for 9 € ]0,1[. Then, for s,t € R with s < t, the substitution v = 7= yields

1 1 b — s\ r—s\9-1
— J—1
1 dv = 1- d
/OU (I-v)"" dv t—s/s<t—s> ( t—s) "
t
— [r=97-n"an

which completes the proof. ]
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Using this lemma, Fubini’s theorem leads to the following result.

Lemma IV.21
Let f € L'([tg, T];RY) and p € ]1,00[. For all 9 € ]%, 1], it holds

< (sin;m?) )p (pg;—_ll )p—l(T B to)pﬁ_l/t

0

p T p

dr.

tf(s) ds

to

sup
te [to,T}

/tr(r - s)_ﬂf(s) ds
(IV.105)

Proof. The proof is inspired by [3, p. 246]. There, the Skorohod integral is considered instead
of the integral over time. Using Lemma IV.20 and Fubini’s theorem, we obtain

t P t t 9 91 T -1 P
sup s)ds|| = sup /(/ r—s) (t—r _dr><, > s)ds
tefto,T) /to fte) t€[to,T) s ( ) ) sin(md) /()
P
= (Sm(ﬂﬂ / / r—s) — ) f(s)dsdr
T te[to T Jto Jio
P
_ (sm(ﬂ? / / r— )" f(s) ds(t — )"V dr
™ te[to T Jto Jio

Applying the triangle inequality and Holder’s inequality, it follows

t p
sup f(s) ds
te[to, }
r p
< (sm : sup (/ / (r—s)""f(s)ds||(t — )" dr>
tE[to,T] to to
r p t p—1
< (sm(mS‘ : sup / / (r—s)""f(s)ds dr(/ (t—r)zi%(ﬂfl) dr)

tE[to,T] to to

(

dr (t — to)P?~1 (IV.106)

(sm

T
< (sm(m§‘ P

(pz?— 1) tes[}i)pT] /t /tOT(T—S>_19f(S) ds p
(pz?—l ! ‘/t:(r—s)ﬁf(s)ds ’

) — to)PV ! /to

where -27(J — 1) > —1 because of ¥ > %. O

')
)
) )p
)

s

Lemma IV.21 states, roughly speaking, that the supremum over time can be estimated by
changing it to an integral over time and multiply the integrand by a factor. The remarkable
property of estimate (IV.105) is that it does not consider the Euclidean norm of the integrand
f. This is important later on in order to obtain the desired order of convergence o = 1 of the
Milstein scheme. Using the triangle inequality instead of Lemma IV.20 and Fubini’s theorem
in the proof of Lemma IV.21, the resulting estimate would be too rough, cf. term (IV.40) and
inequality (IV.41) in Section IV.2.

The next lemma transfers the statement of Lemma IV.21 to integrands f that are stochastic
processes.
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1V.3. Proofs

Lemma IV.22
Let f: [to, T] x Q — R? be a measurable stochastic process such that

T ;
E[( Hf(s)||2ds) ] < oo (IV.107)
to
for some p € 12,00[. Then, for all ¥ € ]%, 51, it holds
‘ f(s)ds
to S ([to,T]xQ;R?)
; -1 1—1 1 T t p 1
< Sin(m) (E=—) "@-t) ; (/ / (t— )" f(s)ds dt) "
T pt—1 to to Lr(QRY)

Proof. According to assumption (IV.107) and due to the Cauchy-Schwarz inequality, P-almost
all realizations of stochastic process f lie in L'([tg, T]; R?). Then, we obtain by Lemma IV.21
that

.f(s) ds

to
1
sin(md) / p—1\1-3 91 /T L
< T—t E dt
- (pﬂf 1) ( o) to

for all ¥ 6]%, 1[ at first. Considering the expectation on the right-hand side of the inequality
above and using assumption (IV.107) on the measurable stochastic process f as well as that
=20 > —11if 9 €], 1 1], the Cauchy-Schwarz inequality implies

/:E[ [a-asea Ja
< </t:(t_s)_wds>gE[< t:Hf(s)H?ds)g] a
<, (/t:(t‘s>”d8>gth[( t:”f(s)\|2ds>g}

- (Tto)H(l_w)gEK tTHf(S)II2dS)2]
< 0. (IV.108)

5P ([to,T]xQ;R?)

[ 97ss)as

to

—(1-20)°% (1 +(1- 219)%’)

Due to this, the assertion of this lemma follows by Fubini’s theorem for all ¥ € ]%, %[ O

Next, we apply Lemma IV.22, where integrand f is chosen to be the integrand of the integral
over time in term (IV.104), that is

d s—17)Vig o )
= Zax;a( (1sl, XLSJ Z / b (T (u, XoF)) AW
=1

(lsJ]—T1)Vto

for s € [to,T], where l € {1,...,D}, k€ {1,...,K,}, and r € N.
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IV. Numerical Approximation of Stochastic Delay Differential Equations

In the following, let I € {1,..., D} and 2} € C([to — 7,to); R?) with k € {1,...,K,} and r € N
be arbitrarily fixed.

Using Assumption IV.8 7i) and Assumption IV.8 ), it holds f € HP([to, T] x Q;RY), that is the
assumptions regarding integrand f in Lemma IV.22 are fulfilled. Then, Lemma IV.22 yields

s—11)Vto

H Zala (1s], X ) Z/ b (T (w, Xo*)) AW ds

to j—1 (Isl—m)Vio

szt ([

o r(s=u)Vio o .
«3 / b9 (T (u, X2F)) AW ds
(

ls] =) Vto

Sp([to,T)xQ;R?)

(t—-ys) 192:81a (1sl, X[sj))

(IV.109)
p

P
dt>
LP(Q;R%)

J=1

__sin(7d) ( -1

2y ket

s

for all ¥ e] 5[, where p € ]2, 00| is specified by the assumptions in Theorem IV.9. Because of

the determlmstm initial condition 2 € C([to — 7, to]; RY), solution X?k is in particular %([to —
7, T]) ®%/B(R%)-measurable. Thus, the argument of the L?(Q; R%)-norm in inequality (IV.109)
is ¢4/ %(R%)-measurable and belongs actually to subspace LL(Q;RY) ¢ LP(Q;RY).

Let ¥ € ]%, 1[ be arbitrarily fixed in the following. Here, condition ¥ < 3 is first of all needed
in order to ensure the boundedness in inequality (IV.108) and later on to obtain the desired
order of convergence o« = 1. Thus, together with condition ¥ > %, which is needed in order to
derive equation (IV.106), we have to assume in fact that p > 2.

l ‘
Next, we look more closely at term RBZ’“

The stochastic integral in inequality (IV.109) above equals zero as long as s — 1; < tg. So,
without loss of generality, we can assume

T>to+7 (IV.110)

in the following, because we otherwise have Rl -

Still considering the stochastic integral in inequality (IV.109), the following holds. If the point
in time tg + T; is not a point of the discretization, then |to+7,] — T; < tp, and we have

m

(s—11)Vito o T X m (s—m)Vto .. 2T .
>/ VT X awi =3 [T ) awd. v
( i—1 7o

j=1 7 (ltotu]—m)Vto

2T
2l

In consideration of equation (IV.111) and assumption (IV.110), we rewrite term R in in-
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equality (IV.109) to

T
l,z],
Rl _

to+T

t d .
/; (t— S)_ﬁ;(axzia(T(LsJaXlej))

0+T
m $=T .. 2T . p
Xy / b (T (u, X5*)) AW ds dt
j=1 " (lsl=m)Vto LY, (R
T d r
= / 8:(:;&(7-( [to+T1] ) X\_tlz_t'_r[lj ))
to+T 1l ,—q
[to+Ti|nt moopseT o ,
X / (t—s)"">" / VI (T (u, XoF)) AW ds
to+T j=1"7t0
N-1 d N
tnznt:}l—’tl] =1
tn+1 /AL m s—T o r ) p
X (t—s)"">" / b5 (T (u, Xo*)) AW ds dt
tn At =1 At =Ty LL (RY)
T d r
= /t Z aac;a(T( Lto""TlJ ) X\_tlz)_t'_»[lj ))
o+T Il ,—q
(Tto+mlAt) = moovo L .
></ (t—wv —Tl)—ﬁZ/ b5 (T (u, Xo¥)) AW do
to j=1 to
N-1 d o )T (IV.112)
+ S 0T (b, X75)) / (t—v—m)"
N (tnAt)—Ty
tn>[to+1;]

p

> / b9 (T (u, X)) AW dv dt,

j=1 (tnAE)—Tg

LL (QRY)

where we used the substitution s = v + 1; in the last step.

Recall the stochastic integration by parts formula based on It&’s formula, see e.g. [64] or [75,
p. 155], for a martingale (M,),c[s 4 and a continuous function of bounded variation (Cu)yes,>
where t € R with ¢ > s. The covariation process vanishes, and it holds

t t
/ M, dC,, = CiMy — CsMg — / C,dM,
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for all ¢ > s P-almost surely. Applying this to the integrals in formula (IV.112), we obtain

(Tto+mlAt)—1 mooo L .
/ (t—v—1)"" Z/ b (T (u, XoF)) AW, do
j=1"t

to

([to+T 1At —T; o r(ftotulnt) - o ,
_ / (t—v—1)" dv Z/ b (T (u, X2F)) ATV

to j=1 to

" r(ftotulat)—u pu . o A
—Z/ / (t — v — 1)~ dv b (T (u, X)) AW

j=1 to to

m (|—t0+’fl-| /\t)—Tl (l—to-i-"l’l-‘ /\t)—Tl o o )
= Z/ / (t —v—1)"Y dvb™ (T (u, Xz*)) dWJ (IV.113)
for all t € [to + 1, T] P-almost surely and

(tn+1 /\t)_Tl m v L. 2T .
/ (t—v—m) Y / b9 (T (u, X)) AW do
(

th At)—T; j=1 (tnAE)—Tg
(tn+1At)—T; (tnt1/At)—T, r .
:/ (t—v—m) ﬁdvz/ b (T (u, X2F)) AV
(tn At)— (tn At)—
tn+1/\t L r .
- Z / / (¢ ) At (7 (o X)W
(tnAt)— (tnAE)—T
m tn+1/\t (tn+1/\t) T . o .
Z / / (t—v—1) " dvb™ (T (u, X)) AW (IV.114)
j=1 (tnAt)— u

for all t € [to + 7;,T] and t, > [ty + T;], where n € {1,...,N}, P-almost surely. Both
equations (IV.113) and (IV.114) can also be understood as the application of a stochastic version
of Fubini’s theorem, see e.g. [15, 27, 120, 134]. Inserting equations (IV.113) and (IV.114) into
formula (IV.112) and using the substitution v = s — 1;, we obtain

T d
1,27 2,
R * —/ Z8w;'a(T(Lto+TzJ,XL;)_,_TZJ))
o+t Il ,—q
m o a([to+T At =T plto+T]AL . o .
< / / (t — )77 ds b (T (u, Xit)) AW
=1 to u+T]
N— d
thn;iTﬂ =

p
dt.
LE, (Q;R%)

m (tn+1/\t)—’fl tn+1/\t L. ST .
£y / / (t — 8)~" ds b (T (u, X)) AWV

j=1 (tnAE)—Ty +717
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We rewrite this to

T
7_\)/l 2L o /
to+T;

Z Zala (tn, X,5))

tn> Lt0+TlJ

m (tn+1/\t)—Tl tnt1 AL L. 2T .
«3 / / (t = ) ds b (T (u, XF)) dW
(

jil (tn/\t)—"(l)\/to u+T;

p
dt.
Lig(%R?)

. . . . . 1,27
In the following, we use techniques from the Malliavin calculus in order to estimate term R “

Because of the deterministic initial condition 2§ € C([to — 7, to]; RY), solution (sz)ue[to—r,T}
is (Guvto)ue(to—r,T)-Progressively measurable, and thus, the integrand of the Ito integral in the

equation above is adapted to filtration (9u)ue(((t, At)—7)Vto,(tnsi At)—7]- Lhen, using the property
of Skorohod integrals in Proposition I11.22, we obtain

T
Rl 2n /
to+T

Z ZB ia( tn,X Z/ Ly((tn AL =)V, (b A 1] (W)

tn> LtQ+TlJ
p

dt.

t"+1/\t .. T .
X / (t — 5)7 ds b (T (u, XoF)) W
u L%(Q;Rd)

U
+1

According to Theorem III.26, it holds Xf’z € 29 RY) for all t € [tg — T, ] and ¢ € [2,00][.
Then, we have by Theorem III1.9 and Assumption IV.8 v) that ax;'a(T(tn,X )) € 29(Q;RY)

for all ¢ € [2,00[. Further, since ||8m§a(T(tn,Xff))|| < L, by Assumption IV.87i), Proposi-
tion III.21 applies, and by linearity of the integrals, we obtain

Rl 2L _ /
to+T;

tn+1 /AL d r L. 2T .
« / (t— )" ds 3 0,0a(T (b X)) (T (0, X5)) 6
w i=1

/ Ly((tn At =11) V0, (b A =] (W)
to n 0
>to+1]

+7
tnt1 A 5
/ ]]']((tn/\t)—Tl)\/to,(tn+1/\t)—TZ](u)/ (t—s)""ds
to n=0 u+T;
tn>|_t()+TlJ
' . . ZT‘ p
X ZZ (DL0ysal(T (b, X£F)))0™ (T (u, X)) du dt.
j=1i=1 Ly (%R
Applying the triangle inequality twice yields
N
(RE*)F < RL + RY, (IV.115)
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where
tn+1/\t 9
{5 = (/ / tn/\t)Tl)Vt07(tn+1/\t)Tl}(u)/ (t—s) "ds
to+T; to n=0 u+T;
tn>Lt0+TlJ
d p 1
T .. 2T . p
X Z(?:Cia(T(tn,Xt:))bz’J (T (u, X)) oW dt)
= L (RY)
(IV.116)
and
T T N-1 tni1 AL 9
/5,:: </ Z ]l]((tn/\t)—Tl)\/to,(tn+1/\t)—"fl](u)/ (t—s)""ds
to+T1; to n=0 u+T;
tn>[to+1/] (IV.117)
m 4 . . P v
x> (D20ya(T (tn, XN (T (u, Xo*)) du dt)
j=1i=1 L% (2R?)

The terms R and RY are separately estimated in the following. In order to show that term
¢ is of order O(h) as h — 0, the continuity of Skorohod integral operator § is used, cf.

Proposition ITI1.25.

Using inequality (IIL1.20), for term Rf defined in formula (IV.116), we obtain

R < CJ,p(/ (
to+T

L) (e At) =) V0 (tns i nt)—7) (1)

to

= T +11)
tnt1i/t 9 2T .. o 2
y / (t—s) dsz8miaL(7'(tn,Xt:))b”J(T(u,Xuk)) dul|
utT , ! L2(QR)
tnr1 /At 9
Z / /t L)t nt) 1) Vto, (b1 At —,] (1) / N (t—s)"ds
0 n= uTT
]1 J2 ! tn>Lt()3>TlJ
;

2
dvdu

p
2
» ) dt>
LZ(4R)

. ZDﬂ (Buga (T e, X709 (T (0, X35)))
(IV.118)

Similarly to identity (IV.98), it holds

2

N-
‘ Z Lyt At =)V, (g ) =] (W) (0, W)

L:o +1]
N-1
= Z ]]-]((tn/\t)—Tl)vto,(tn+1/\t)—'rl](u)‘f'ﬂ<u7w)‘2

n=0
tn 2 LtO +TlJ
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1V.3. Proofs

for all (u,w) € [to, T] x 2 and processes f,,: [to,T] x @ — R, where n € {0,1,..., N —1}. Using
this, we rewrite the right-hand side of inequality (IV.118) and have

e [EI]
to+T; to

i (T (b X7F)D (T (u, Xi))

T N 1 tn+1 /At

2
Lj((tAt)— n>vto,<tn+mt>m(“)< / (t—s)" ds)
n=0 utT

tn> Lto +TlJ

2
du

g
L2(Q4R)

T N-1 tni1 At 5 2
/t Z ]l]((tn/\t)—’fl)Vtoa(tnﬂ/\t)—’fl](u) (/ (t - 3)_ ds)
0 u

+ '
n=0 +7
P
Lé(Q;R))

tn>|to+1i]
d

> D% (O (T (b, X7V (T (, X3

=1

m

XZ/tOT

J1,J2=1

[Nl
B =

2
dvdu

dt> |

Further, the triangle inequality implies

N 1

tnr1 At o 2
RS < csp / / ]-}((tn/\t)Tl)Vto,(thrl/\t)Tl](u)</ (t—s)" d5>
to+T1; to n=0 u+T;
tn>Lt0+TlJ
d m r .. r 2
(ZZ 0,50 (T (ty X;F))6 (T (u, X3F)
=1 j=1 LY, (S4R)

d m
DD / ZDJZ 10 (T (b X;E)D (T (a sz») d“)
=1 j1,j2=1 = (QR)
g 1

P
xdu | dt| .

Next, we consider the L,(£; R)-norms inside the integrals of inequality (IV.119). We start with
the first one. Using Assumption IV.84i) and Assumption IV.8v), the triangle inequality and
inequality (IV.67) imply

(IV.119)

d m d N
ZZ Zaxfa (T(thZk))bm (T(U’sz))
=1 =1 =1 Ly ()
s . 27 2
< L2d? Z 107 (T (u, Xuk))HLg,(Q;R)
< LQdQKbm(l + || X% 8o (0 —r Ty xc2m))- (1V-120)

The second LL(Q;R)-norm in inequality (IV.119) involves the Malliavin derivative. As men-

tioned above, we have thz e 29(Q;RY) for all t € [tg — 7,T] and ¢ € [2, 0o by Theorem II1.26.
Then, according to Assumption IV.8 U) and Assumption IV.8 i), we have by Theorem III.9

and Remark 11119 that 0,:a"(T (tn, X;¥)) € 29(%R) and b (T (u, Xi})) € 29 R) for all
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q € [2,00[ as well. Using the product rule of the Malliavin derivative, cf. equation (III.8), and
the chain rule from Theorem III.9, it P|y-almost surely holds

DI (D550 (T (b X767 (T (u, X)) )
=(Dj2a (0 (T (b X)) 0 (T (1, X)) + Dyg (T (b, X[0)) D6 (T (u, X34))

- Z Z 0,120,50" (T (1, X;)) (DR XS, )09 (T (w, X))
l2=002=0 (IV.121)

0,0 (T (b, X)) Z Za b (T (u, Xi4)) D XM
lo=01i9=0

for Alj, r-almost all v € [tg, T]. Under Assumption IV.8v), Assumption IV.8 iv), and Assump-
tion IV.8 i7), the triangle inequality and inequality (IV.67) imply for the argument of the second
L(Q; R)-norm in inequality (IV.119) that

ZDD( tn,sz))b”]l(T(u,ij)D'

<K32ad< sup (14 | X7|2) )ZHDJQX;f_Tl2Hubﬁ(fr(u,xzi))n
te[to—,T) I5=0

+ LoVd Z Z 0,20 (T, X)) [ DEXGES, |

lo=01i2=0
< K%de< sup (14| X7%)2)° )Z IDEX . ||+ La dLbZ DX |
te[tof‘r,T} 12=0 2 1o=0 ’
(IV.122)
for Al m-almost all v € [to, T] holds P|g-almost surely. Hence, by triangle inequality and
Holder’s inequality with 9“1; + m =1 for the second LL(Q;R)-norm in inequality (IV.119),
we obtain
T .. T 2
DS / D” Oy (T (tn, X000 (T (w, X)) ) dv
=1 j1,j2=1 LY (R)
r 2a+1
<dm(D +1) Z/ (K32 dK, ( sup (14 | X7*(2) )
jo=1 te[to—7,T
i 2
. z s r
X < sup || D;;th,o + LodLy|| ngzxzkHSp([toTT]XQ,Rd) dv
t€fto—7.,T] LY (4R ’ ’
Oa+1l
<dm(D +1) Z/ <K32 de(1+ | Xk Hs(ga+2>p([t0 T8 Rd))
Jo=1
, , 2
x || DIz X% (to—rT]xume) T LadLy|| DJ? X% ([tOT,T]XQ;Rd)> dv.

(IV.123)
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1V.3. Proofs

Using further inequality (II1.22) from Theorem II1.26, we have

d m /
=1 j1,jo=1"10

< dm*(D + 1)%(T — to)(Kaz dKyCp (gus2yp (14 || X

2

dv
LP(4R)

ZDJQ( T (tn, X[5)) b0 (T(u,Xiz))>

=1

2 2a+2
2
|| Slea+2p([tg—7,T]x %RY)

; 2
+ LadLiCop(1+ X enzn))
(IV.124)
Inserting the results from inequalities (IV.120) and (IV.124) into inequality (IV.119), it follows

for term Rf, using that the right-hand sides of the inequalities (IV.120) and (IV.124) are
independent of n € {0,1,..., N — 1}, u € [to,T], and t € [ty + T, T, that

Rs < e (LngKgm@ X G0 —ry ey + dm?(D + DT — to)

2a+2

(Ka2 dKyCp J(0a+2)p ( + HXz ||5(ea+2)p([t0_T,T]XQ;]Rd))

1\2) 2
+ LodLyCp p (1 + || X% I (o TT]xQRd))2> >

(IV.125)
T T N—-1
x </ </ Z Lj((tnt) =) Ve, (tn 1 n8)—i) ()
to+T to n=0
tn> LtO+TlJ
tny1 AE 2 4 5
X </ (t—s)7"? ds> du> dt) .
u+T;
Next, we estimate the integrals over time
T N-1 tna1 AL 5 2 2 .
( / ( / > 11<<tnAt)n>wo,<tn+mt>m(“>< / (t—s)" d8> dU> dt)
to+T; to n=0 u+T;
tn> Lt0+TlJ
T N-1 (tn+1 /\t)f’tl tny1 /AL " 2 % %
(Lo O 2 fn (L e a) ) )™ v
to+T n=0 ((tnAt)—T7)Vio u+T;
tnzttO+TlJ
from inequality (IV.125) above. We make use of the following lemma.
Lemma IV.23
Let a,b,c € R such that a < b < ¢, and let ¥ € |0, 1[. It holds
’ 0 1 0
_ 5 < A —a).
/a(c s)7Vds < 1719(6 a) " (b—a)
Proof. At first, we have
b 1
/ (c—s5)"Vds = m((c —a)'7 —(c— b)l_ﬂ). (Iv.127)
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In the case of b = ¢, we obtain
(c—a) —(c=b)1"V=(c—a)(c—a)=(c—a) "V (b—a). (IV.128)
Now, let b < ¢. Since ¢ — a > ¢ — b implies (¢ — a)™? < (¢ — b)™7, it follows

(c—a)' " — (=5 = (c—a) "(c—a) — (c—b) (e~ D)

< (c— a)_ﬁ((c —a)—(c— b))
=(c—a)’(b—a). (IV.129)

Inserting the results from formulas (IV.128) and (IV.129) into equation (IV.127) proves the
assertion. O

According to Lemma IV.23, for the inner integral in formula (IV.126), we have

tnr1 At 1
[ s 2 - ue ) (e A - ),
’LL+TZ 1 - 19

where
(tas1 At) —u—T1, <h

for all w € [((tn At) — ) V to, (tnt1 A t) — 7). Thus, it holds

1 T N1 (tn1/t)—Ty £ 7
Ig(/ ( 3 / (t—u—’rl)_wdu> dt)ph
1 =9\ Jig1 = J((tant)—)vio
th Lt0+TlJ

1 T t—T; g %
- (/ (/ (t—u—m1)" % du> dt) h, (IV.130)
1-9 to+T; to

where we simplified the term in the second step by summing up the inner integrals. Taking
further into account that o E]%,%[, where p € ]2,00[, it holds —29 > —1, and by simple
integration of the right-hand side of formula (IV.130), we obtain

1 1 T s\
I (/ (t —to — 1) 17292 dt) h
t

< - -
T 1=-9V1-29 0+T
1 1 P\ » 1+(1-20)2 v
= = (1+1-207% T—ty— .
1—19\/1—219< + 19)2) (( to—m) 2) L

Since

N

1
((T —to — Tl)H(l*w)%) P (T —ty— )2 < (T —19)2"*,

it holds in summary that

1 1 P\ » 14l
I <—Fc—(14+(1-29) T —19)2 ?h. IvV.131
< T (L -205) T (IV.131)
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1V.3. Proofs

Inserting above inequality (IV.131) regarding term I defined in equation (IV.126) into inequal-
ity (IV.125), we obtain

RE < csp (LgdZKgm@ + (| X2, (lto—rT]x irdy) T dm?(D + 1)*(T — t)

2a+2

(Kaz dKpCp, (ga+2)p (1 + || X% ”s(ga+2)p([t077,T]xQ;Rd))

r 1\2)\ 2
# LadLuCo (11X ) )

1 1 P\ 1_g4l
— |1 1-29)= T —ty)2 h.
T (T A -2)5) T

Further, applying inequality \/c1 + c2 < \/c1 + /c2 that holds for ¢1,c2 € R with ¢1,¢2 > 0, to
the right-hand side of the previous inequality, we have

N

R5 < csp (L“dv m(Kp +/dm(T — to)(D + 1) LyCp p) (1 + ”ngH?@p([to—r,T]xQ;Rd))
3 T Qat2
+ dz m(D + 1)\/ T— t0K82aKbCD,(Qa+2)p(1 + ||X k|’§(ga+2)p([t0_T7T]XQ;Rd)) 2 )
1 1 P\ 1941
—_— (1 1—29)= T—t P h.
X1fq9f1—219< T )2> T~ o)
(IV.132)

That is, term Rf is of order O(h) as h — 0.

In the following, we consider term RY of inequality (IV.115). First, we move the LP(€2; R%)-norm
into the integral and estimate

T (tn+1/\t) T tnt1 AT
we ([0 [ e
to+71; (tn/\t) Tl Vito Ju+T1

tn2liot) (IV.133)
P\
du> dt) ,
LL (QRY)

where we used the linearity of the integral over time as in equation (IV.126).

m

d
xS Y (DLd,a(T (b, X75))0 (T (u, Xib))
1

7j=1 1=

According to equation (IV.121) and inequality (IV.122), it holds, using Assumption IV.8 v) and
Assumption IV.84v) as well as Theorem II1.26 and Theorem III1.9, for the L;(Q;Rd)—norm in
inequality (IV.133) above that

d
D (D40,a(T (bn, X52)6 (T, Xi))

i LY (RY)
m
2y
< KpeodBKy < sup (14 [ X;*() )ZHDJ i, | :
j=1 tefto—7,1] lo=0 LY, (9;R)
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Further, similarly to inequalities (IV.123) and (IV.124), Hélder’s inequality with gZi;—i_ﬁ =1
and inequality (II1.22) from Theorem III.26 imply

d
> (DL0a(T (tn, X;5)) 6 (T (u, X i)

=1

2.

Jj=1

< K@Qade(D + 1)(1 + ||XZ£||§(Qa+2)p(

LP(Q;R%)
2a+1
[to—7,T] xQ;Rd))

m
X Z H D-LXZZ HS<Qa+2)p([t0*T,T]XQ;Rd)
7j=1

2a+2

S KQQCLde(D + 1)CD1(Qa+2)pm(]' + ||XZ£ ||2S<ga+2)p([t0—T,T]XQ;Rd))

Thus, by inserting this into inequality (IV.133), we obtain

2a+2

(to—m7,17] XQ;Rd))

T N-1 (tns 1AE) =T, ftasiAt TN IV.134

x(/ ( Z / / (t—s)_ﬂdsdu> dt)p. ( )

to+T1; n=0 ((tn/\t) —Tl)\/t() u+T;
tn>to+1]

RE < KopadKy(D +1)Cp (g, 12)pm (14 [ X200 1)

Similarly to inequality (IV.131), it holds by Lemma IV.23 and integration that

T N-1 (tni1A)—T,  ptapiAt P N
( / < > / / (t—s)"Vds du) dt>
to+T; —0 ((tnAt)—T7)Vio Ju+T

tnzrtt0+TzJ
1 T N-1 (tn1 A =Ty p 1
g(/ < 3 / (t—u—q)%u) dt)ph
1-9 to+T; n=0 ((tn/\t)le)Vto
tn> LtO‘i’TlJ

1 T t—T1 _ p %
=— / / (t—u—7) " du| dt) h
1-9 to+T1; to

1 ’ TR
= t—to—1)VVPAL) h
(]' _19)2 (/tQ+Tl( 0 l) )

— (1—119)2(1 +(1— 19)1?)7%(T —ty—1)

< (1_119)2(1 + (1= 9)p) P (T —t0) " 7.

Then, inserting this into inequality (IV.134) results in

2a+2

R’5’ < Kg2 o dKy(D + I)CD,(Qa.g_g)pm(l + HXZIZ Hé(gmﬂ)P([tO—T,T]XQ;Rd)

1

, (IV.135)
o

(T - t0)17ﬂ+%h

AL

1+(1 —19)p)

and term RY is of order O(h) as h — 0, too.
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Now, we combine inequalities (IV.109), (IV.115), (IV.132), and (IV.135), and for term (IV.104)
from equation (IV.86) in Lemma IV.19, we obtain

s—1;)Vto T )
‘ / Za za LSJ XLSJ Z/ bZJ (U’Xuk))de ds
to ;—1 (1s)—T1)Vio S ([to, T]xQ;R?)
sin(719) —1\1-5 91
< _
-7 (pz? — 1) (T =to)"

[

’ ( (Lod/1 (K + /(T — 10)(D+ D EC,) (1 X1z

2a+2
+d2m(D + 1)/ T— toK 2o KiCp (g 42)p (14 | X qu(mg)p([trmXQ;Rd)) 2 )

1 P\"» 194l
xl_ﬁm(l—i—(l 219)2) (T —tg)> " ¥h

+ Kp2adKy(D + 1)Cp, (0, +2)pm (1 + I X 3002100 —r 11 w1ty

2a+2

(L =) T to)1_§+;h> |

By rearranging the right-hand side of the above inequality, we finally have

s—1;)Vto

/Zaza (1s], X b Z/ b9 (T (u, Xok)) AW ds

to i3 (1s)—T1)Vto 5P ([to,T] x 4R
sin (w9
_ sin(r)

- (pq?_—11)1_ 1-9 \/ﬁ( (1- 219)12))_;66@%61\/5
x (K + V/am(T = t6)(D + 1)LyCp, )

zy V.1
x (1 T HX kHZ'p ([to—7,T]x GRY) ) mh ( \ 36)

sin(md) y p—1\1=3 1
+ = (pﬁ_ )T KpradKy(D + 1)C g 1

=

1

x Cj’p_2 (1—219%7)_5 + 151+ (= 0)p )é>

2a+2

X (1 + HXZ ||S<ga+2)p([t0 7, T %€ Rd)) (T - 750) h

for i € {1,...,D} and 2, € C([to — 7, T]; RY), where 9 € ]%, %[

Next, we insert estimate (IV.136), which is of order O(h) as h — 0, into equation (IV.86) from
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Lemma IV.19. Using the triangle inequality, we obtain

sin(md) y p—1\1=5 1 1 oy
T (p'l?—l) 1_§m(1+(1—279)§) cspLadyv/m

< (K 4+ /dm(T —1)(D + 1) LyCh,

K
Z Lay (1+ | x7 H?S'P([to—T,T}XQ;Rd))

sin(md) f p—1\1-5 1
+ T (pﬁ — 1) 1-9

X (M (1 +(1- 219)]2’)_; + ﬁ(l +(1- ﬁ)p)‘i>

. Ky 2a+2
x lim
T—

T2
n ZJLAZ(l—i_||szHS(@a+2)P([t0—7,T]XQ;Rd)) 2
k=1

Rj

IN

D=

VT —toh

LP(4R)

x lim
— 00

(IV.137)

Ka2,dKy(D + 1)Cp (g, 12)p™m

(T — to)h.
LP(4R)

In the following, we calculate and estimate the limits in inequality (IV.137) above. We only show
the calculations for the second limit because the first one follows from the same considerations
with exponent one instead of g, + 2.

To begin with, we only consider the LL(Q; R)-norm for arbitrary » € N. Using property (IV.98)
of step functions, rewriting the norm and applying the triangle, we obtain

- 27 112 Qat2
ZIAT 1+||X "’Hs(ga+2)p([t0_T,T]XQ;Rd))
LP(4R)
Qa,2+2
H( +21A’“||X Hg(ea+2)p([t0 TT]XQRd)>
LP(R)
2a+2
2
T2
1+ Z L[| X% HS(@a*Z)P([tOfT,T]XQ;Rd) put
k=1 L% P(QR)
<1+ Z]].ATHX B eas2rp(ttg—r71x 220 | use > : (IV.138)
L™ P(QR)

, P(Q;R) from the last line of previous calculations only. By rewriting
the $(@a*2P([ty — 7, T] x Q; R%)-norm, it holds

a+2
L% (g R)

ZJIA;(E[ sup uth\(Qa”)pD i
k=1

te[to—T,T)

Z]]-ATHXZ Hs(9a+2)p([t0 7, T)x QRY)
Pt (IV.139)

a+2
L9520 ()

Recall that, for arbitrary k € {1,..., K, } and r € N, the random variable 1 Az is F,-measurable,

and solution X% is (%vto)te[to_ﬂT}—progressively measurable. Thus, the random variable in the
expectation on the right-hand side of equation (IV.139) is ¢/ %(R)-measurable and independent
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1V.3. Proofs

of o-algebra .%;,. We infer from the properties of conditional expectations and property (IV.98)
of step functions that

- ( 22)
s a+
E ]lAZ <E|: sup ||‘<tZkH(Qa 2)p:|) ) ’
k=1

2
“20(R)

te[to—7,T) L

K, 2
r (0a+2)
=21y (E[ sup || X;*|(ea 2P %D R
1 tefto—r,T) L% P(QR)
K ( 22)
a+t
- (E[ sup 3 Lag | X/ (e 2|7, D R
tefto—7,T] 11 L2 P (QR)
(Qa+2) (QaiQ)P
= sup LarX ] > , (IV.140)
< |:t€[t0 7,7 Z Lga;2P(Q;R)

also cf. the proof of Lemma IV.19, where the previous calculations are used vice-versa. Then,

using Lemma IV.18 with (" = iﬂl zpLaz, we obtain
(Qa+2) (Qa.+2)1’
sup ]lAr ] >
H( Le[to T Z L2572 P (k)
2
r (ea+2)
= (e[ _sow_pxeyezrlz, )
tefto—,T] L2 P(QR)

)

2

r (ea+2)

:(E[ sup X8 H‘ga”’p])g '
te[to—,T)

= ”X ||S(Qa+2)P ([to—7,T]xuRY)
Summarizing the results from formulas (IV.138), (IV.139), (IV.140), and (IV.141) gives

K,

512
Z ]].AZ (1 + HXZk "S(g"‘-"z)p([to*T,T]XQ;Rd))
k=1

- (EH sup X |(ex+ 27| 7

te[to—,T)

(IV.141)

2a+2

LP(Q4R) (IV.142)
2at2

2
< (1 + ”XC ||S<9a+2)F([t0—T7T]xQ;Rd))
Taking Lemma II.10 and equation (IV.84) into account, the dominated convergence theorem,
according to inequality (IV.83), implies

TIHEOHXC ||S(Qa+2)P([tofT,T}XQ;Rd) = HX£HS(Qa+2)P([t077—’T]xQ;Rd) = HX£HS(Qa+2)P([t077—’T}XQ;Rd)

as solutions X¢ and X¢ are indistinguishable, cf. equation (IV.82). Thus, taking the limit
r — 00 in inequality (IV.142), we obtain

2a+2

hm (1+ ]| X%

|| Qa —T
) LP(2R) (IV.143)

2a+2

< (1 + ||X”5(ga+2)p([t0—T,T]xQ;Rd))
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with the notation X = X¢. Completely analogous to this, it also holds

N|=
[NIES

hm

2
< (1+ ||X||sp([t0—T,T]xQ;Rd))

ZL” + || X% HSP (lto— TT]XQRd))
LP(R)

(IV.144)

Inserting inequalities (IV.143) and (IV.144) into inequality (IV.137), we finally obtain with

. ) 1
Rs < T <p19—1> 1_19\/ﬁ(1+(1 219)2) cspLadyv/m
1
x (K + V/am(T = 10) (D + D LyCo, ) (1L+ X1, 0y ryeqmny) 2 VT — toh
s1n(7r -1
™ <p19 — 1) 1— Q9K32ade(D + 1)CD7(Qa+2)pm
1
cspVd 1 B
><< V1—29 +( 19)) +1_19( + ( 19))17)

2a+2

X 1 + ”X|’S(gu+2)p([to 7 T X9 Rd)) 2 (T —ty)h
(IV.145)

the desired estimate of order O(h) as h — 0 for term RL, where [ € {1,...,D} and 9 € ]%, el
arbitrarily.

Thus, in view of inequality (IV.79), we in total have

Rs = zD:Ré
= <L Vavp=tkwm(g 2 + )
4 psin(™?) ( p—1 )1" ! ! ( v (1- 2@)’27)_11’@;4,Lad\/m

T p—1 9 4/1
1
(Kb—l- Vdm(T —to)(D + 1 LbCDp>) + HXHEP([tO—T,T]xQ;]Rd))2’/T_toh
sin () —1\1-; 1
+ D= (pﬁ —) =5 Korad (D + 1)Cp g, 42m
05,p\/a 3 1 _1
—— 1 1-2 — 1 1-—
X<\/1—219< * ﬁ)> T+ A=Ip)
2at2
X (1 + ”X|’§(Q“+2)p([to—T,T]XQ;Rd)) 2 (T — t()) h,
(IV.146)

where ¥ € ]%, 3| can be chosen arbitrarily. That is, term Rs is of order O(h) as h — 0.

In the following, we give two remarks on the terms that depend on 9 € | [ in the upper

bound of term Rs in estimate (IV.146).

11
p’ 2
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1V.3. Proofs

Remark IV.24
Numerical simulations on the ¥-depending terms in inequality (IV.146) indicate that

) . osin(md) yp—1N\1-5 1 1 P\~ p
| 1 1-—29)= =1
pb%ﬁgf;‘%[ . (pi?—l) 1—19\/@( * )2)
and
) . osin(md) s p—1\1-5 1 _1
1 14+(1-9 = 1.
Jm min, =2 (C5—) g -

These terms occur through application of Lemma IV.22. Lemma IV.22 is used in order to
estimate the supremum over time in term Ré, where 1 € {1,...,D}. As previously mentioned
in Section IV.2, Doob’s maximal inequality cannot be applied because the processes under con-
stderation are mo martingales nor submartingales. Doob’s mazximal inequality holds true with
constant %, see e. g. [35, Theorem 3.4 on p. 317] or [67, Theorem 26.3]. Thus, our constants
are consistent in the sense that also

Remark IV.25
The 9-depending terms in inequality (IV.146) can be bounded from above as follows. Taking

the monotonicity of the single factors with respect to 9 € ]%, %[ into account, it holds
. sin(md) ( p—1 )1—11, 1 1 ( P\~
min — 1+ 1—2197>
velt i T py—1 1-9v1-29 ( )2
) (IV.147)
< .2 < p—1 >1—g 1
min —
_19€]%7%[7T p19—1 \/]_—2’[9
for all p € 12,00[. Simple calculations show that the minimum occurs at ¥ = 31%2 € ]1%’ %[ for
all p € 12,00[. Inserting this position, we obtain
. sin(md) ( p—1 )1—,1, 1 1 ( P\~p 2 4 \53-1
min — 1+ (1 -2 7) S—(B—i—i)
velb i T p—1 1—91-2¢ ( )2 s p—2

for all p € |2,00[. Similarly to inequality (IV.147), it holds by monotonicity that

Sin(mg)(p_l )1_;( L 1ra-op) s

velrgl T p—1 1—"9)2(

_ 1—1 _1
< min é(p 1> p(1+£) P

2

for allp €]2,00[. Howewver, these upper bounds are not optimal in view of Remark IV.24 because

lim 2(3+4)g—; NS

p—ro0 T p—2 R

119



IV. Numerical Approximation of Stochastic Delay Differential Equations

and

Now, we continue with the next term Rg. Applying the triangle inequality and using the growth
condition from Assumption IV.8 v), we obtain at first that

R6<Z/

Z / 0, 21812 T(Is), Xis + 0(Xs — Xig)))||(1 — 0) O

l1 l2=0 21 io=1 (IV148)
’Xél Tl - XESIJ Tll ||‘XV(Z;2 Tl - ESQJ 7T12| LP(Q.R) dS
< Koz / sup (1 4[| X g, + 0(Xsr, = X)) )7 (1—6)do
ll lo=0 0 le{o0,1,...,D}
X Z|XS T, XESIJ -ty ‘Z|X8 Ty ESQJ TQ‘ ds.
i1=1 i2=1 LP(S5R)

Since

HXLSJ*TZ + H(XS*Tl - XLSJ*TZ)H = ||(1 - Q)XLSJ*’U + HXS*TzH

< (L= )X gy | + Ol Xs— |
< sup XY
te[to—7,T)

for all 6 € [0,1] and all s € [tg, T], and since fol(l —0)dd = 3, we further have

La
2
Re < Kaz § / <1+ sup HXt|]2>

ll lo=0 te[to—,T)
d
11 i1 12 12
X Z|XS Ty XLSJ Ty ‘ Z|Xs Tiqy X[SJ —Tiy ‘ dS’
i1=1 ip=1 Lr(QR)

and inequality (IV.67) yields

NG
<1+ sup ||Xtu>

tO 7_7T}

Re < Kade/

l1,l2=0

X HXS—Tzl - XLSJ—Tzl HHXS—T12 - XLSJ—T12 ” ds.

LP(Q4R)

= 1 and afterwards the Cauchy-Schwarz
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1V.3. Proofs

inequality, it holds

1 2 &
Re < *Ka%d(l + 1 X 1 5ea+2) ([to—q—T}xQ'Rd))

< Z / 1Xm, = Xy, WXy, = Ko ] gz,
l1,l2=0

< 5 Ko2ad(1+ 1X [0 s21

—_
s

P([to—7,T] xS 11@1))7

T, D 9
X / (ZHXSTZ - XLstTz HL(ga+2>p(Q;Rd)> ds.
to

=0

[\

(IV.149)

Note that the inequalities above are satisfied in case of g, = 0 as well. We now estimate the term
ZZD:OHXS—TZ — Xig— HL(Qa+2)p(Q.Rd) of the previous inequality. Similarly to inequality (IV.26),
it holds

D
ZHXS—TZ - XLSJ—Tz ||L(Qa+2)p(Q;Rd)

=0
D
< ZHf(szl)/\to - g(szle)/\to |’L(9a+2)P(Q;Rd) + ZHX(szl)Vto - X(szf"rl)vto ”L(9a+2)p(Q;]Rd)
=1 =0

(IV.150)

for all s € [tg,T] in view of equation (IV.25). Further, analogously to inequalities (IV.27) and
(IV.28), Assumption IV.8 vii) and Lemma I1.9 imply

D
Z|’£(sfﬂrl)/\t0 - g([sjf’[l)/\to‘|L(Qa+2)P(Q;Rd) < DL§ V T— tO\/ s — 18] (IV'151)
=1

and

ZHX(S—TI)WO = X(1s)-m)vto HL(Qa“)P(Q;]Rd)

IV.152
< (D + 1) (Kuv/T—lo + /(a0 + 2p— i/m) (V2
1
X (1 + HXHZ(Q”‘"L%Z’([tO*T,T]XQ;Rd)) 24\/8 — I_SJ
for all s € [to,T]. Due to this and inequality (IV.65), we obtain

1 2

RG S ZK82ad(1 + ||X||§'(ga+2)p([t0_T’T}XQ;Rd)) 2
X (DL5 T —to + (D + 1) (Ko/T — to + /(00 + 2)p — 1Kpy/m) (IV.153)

1

1\ 2
< (141X o ity ) (7= to)
That is, term Rg is of order O(h) as h — 0.

We continue with the next terms R7 and Rg. In inequality (IV.56), we already proved
1
2

Rz <

T
p 2
WL;,Vm( \ |X YHSP([tO—T,s]XQ;Rd) ds) , (IV.154)
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and further, similarly to inequality (IV.54), we have

p w1
RB < \/ﬁLt,b\/E(l + ||X||§(7bVI)p([to—T,T}XQ;Rd)) 2 ﬁ V T — to h (IV155)

by taking Assumption IV.8 vi) and

([ewra)f = (B = (o)

< %\/T —toh (IV.156)

into account.

Terms Rg and Rqo are estimated similarly to terms R3 and R4 in inequalities (IV.68) and
(IV.69). We infer by Theorem I1.6 and inequality (IV.156) that

2
2
Rog < \/ﬁLb\F\/gZ < o Hf(s—n)Ato - g(sz—Tl)/\tOHLp(Q;Rd) ds)
p
< Jp=gLeVmVdLeD \/ﬂ h (IV.157)
and
p Nz D T (s—m1)Vto 2 1
Rio < Lyv/mvVd </ / a(T (u, Xy)) du ds>
\/]ﬁ lz:% to (lsl—T1)Vio Lr(QRY)
p 2 11
= \/me\/E\/ﬁKa(D + D@ 1X NS0 1y yxm))? ﬁ\/ﬂh (IV.158)

Let us continue with term R11. At first, Zakai’s inequality from Theorem I1.6 and the triangle
inequality imply

RnS\/]%é(/

0]—1

(s—11)Vto )
/ AWz
(

ls]—T1) Vto

Jj2=1

X

d
> ( T (18}, X502 (T ((18) — ) V to, X(15)—,)vio))

=1
2 3
ds) .
LP(R)

(IV.159)

- az;bh (T(LSJv YV[SJ))bi’jQ (T((LSJ - Tl) V to, Yv(\_sj—”tl)\/to))) ’

According to the global Lipschitz condition in Assumption IV.8 i), it holds for the inner
Euclidean norm on the right-hand side of inequality (IV.159) above that

d
Z (arfbjl (T (11, XLSJ))bi’jQ (T((1s) — ) V to, X(LSJsz)\/to))

max
j17j2€{17"'7m} i—1
1e{o,1,...,.D} 7

= 0 b (T (181, Yig IV (T((18) = 7) V o, Y rvae))) H (IV.160)

B
SLab( sup (14 [|.Xe[|* + HYtH2)2)< sup !Xt—YtH)
te[to—7,T) telto—T,s]
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for all s € [tp,T]. Considering the last factor on the right-hand side of inequality (IV.160)
above and using inequality (I1.7), it holds

N

L 1
1%, = Yoll < (12601 + 1Y) ™ < V2(IXl® + 1Yel?)? < V2(L+ 11X + 1il1%)

for all t € [ty — 7, T}, and thus, we obtain

1
2

1 1
sup X0 = Vil <25 sw (e ) (s - v ) avaen)

te(to—T,s] telto—7,T) telto—T,s]

for all s € [to,T]. Inserting inequalities (IV.160) and (IV.161) into inequality (IV.159), we
obtain

m

(s—11)Vio )
/ AW
(

ls]—T1)Vto

D T
P 1
Ri1 < 24 Lapy/m § </
VP — 1 1—0 to

jo=1

2 2\ 22t 3
X sup (141X [* + [|V2]]*) * [SUP X — Y|
te

te[to—7,T) to—T,5]

2 3
ds) .
LP(R)

(IV.162)

In the following, we apply inequality (II.7) again in order to separate the term

T , 1

to

that contributes to constant Co in inequality (IV.62). According to Gronwall’s Lemma I1.7,
constant C5 has an exponential influence on the estimate. Due to this, we apply the inequality

1 1
crep = c1yy e < 7P + 57’%3 (IV.163)

1
with v = (\/%QiLab\/m(D +1))2 instead of inequality (I1.7). Applying inequality (IV.163)

to the argument of the LP(€2;R)-norm in inequality (IV.162), where

2
62=< sup HXt—YH>a

telto—T,9]

we obtain

D T
P
Ru1 < 24 Lopv/m </
et e,

2 n2\\? 1,
(s e nx ) )+ 502 s xe- i)
te[to—,T) te[to—T,s]

(5

Jo=1

(s—1;)Vio )
/ w2
(

18] =) Vto

2 3
ds) .
LP(4R)
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Using the triangle inequality and rearranging the terms, it further follows

P 1 \/» D T (s—11)Vio )
24 Lgpv/m < / deQ
VD — 1 ; to (

ls]—t1)Vto

2 3
ds>
LP(4R)

52 (_suw -l
te[to—,9]

m (s—11)Vio )
/ AW
(

ls]—T1) Vto

(2

J2=1

Ri1 <

2
2841
><< [sup (1+||Xt||2+||Yt||2) 4 >)
te

to—T,T]

ety ([

e gt ([

2 2y 25H
( sup (L4 X2 + Vi) )
to TT

2
ds)
LP(R)

1
2

_l’_

Jo=1

4 3
ds>
L2r(4R)

X — Y||5p ([to— TS]XQR)dS>

(S*Tl)Vto )
/ AWz
(

ls]—T1) Vto

1
2

1 5 p 1

= 21 Lgpv/m(D + 1
57 \/m4abm(+)<
2 D

_ P - !
— ﬁ(p_l)Lgb (DH)Z(/tO

=0

to
m

Jo=1

2841
X ( sup (1+||XtH2+HYt||2) 4 )
te[to—7,T)

D=

4 1
ds) (IV.164)
L2r(4R)

1/ [T ) p
t3 1X = Y[ so(tg—r.s)xr) 45 | -

to
Next, we only consider the integrand of the first term on the right-hand side of inequal-
ity (IV. 164) above and show that it is of order O(h) as h — 0. Using Holder’s inequality

with 203+ +1) + Q(gﬁ) = 1 and the triangle inequality, we have

m (s—T)Vto ) ) )\ 2841 4
S| Mawp|( s e )
jo=1 (1s1—T1)Vto teto—7,T) L27(Q4R)
m (s—11)Vto I , 2041
é\ aw: sp (1 X+ I | o
(s1—m)Vto LAGHIP(QR) llt€lto—T.T] L2FFT P(QR)
m S Tl)\/to 4
} B+1
= dw;p L [1X )2 + Y112
‘ (s—w)vio Il zae+ne(o; H HS(B““’ ([to—7,T]x%R)
m (S*Tl)VtQ ) 4
( dwiz >
— (1sI—m) Vo LAB+)P(Q;R) (IV.165)
2 28+1
. ( FIX N3 o 11502 + 1Y W23 0010 11x0m) "
Since
m (S—Tl)\/t() ) 4 . ) )
< dw;? ) <m*(4(B+1)p—1)"(s—Is))
jo—1 11/ (Is]=T1)Vto LAB+P (:R)
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for all s € [tg,T] by Theorem II.6, inserting inequality (IV.165) into inequality (IV.164) and
using inequality (IV.156) finally yield

p2
Rll S =, <
V2(p—1)

2 2
X (1 + HXHS2(5+1)P([t0—T7T]><Q;]R) + HY”S2<B+1)P([tO—T,T]xQ;R))

T 3
L3ym?*(D +1)*(4(8+1)p — 1) (/t (5 — 1s])? ds)

28+1

1/ [* ) 2
+ 2( 1X = Y30 (tg—r,5)xR) dS)
to
2
< R2mdD+12(4B+1)p—1)VT—toh
V6(p—1)
2 2 e

X (1 + HX‘|32(ﬁ+1)P([t0_77T]><Q;R) + ”Y||SQ(5+1)P([tO_T7T]XQ;R)) (IV-166)

1/ [T ) 2
t3 1X = Y lso(to—r.s)xr) 45 |

to
That is, term Rq; contributes to both constants C7 and C9 in inequality (IV.62).

We now consider term Rig. Similarly to estimates (IV.157) and (IV.158) of terms Ry and
Ri0, Zakai’s inequality from Theorem II.6, the triangle inequality, Assumption IV.84i), and
inequality (IV.67) imply

D
p
< L
Ri2 < Jp—1 b\/m\/&g
T, rls—m)Vio ‘ 112 1
><</ / B (T (u, X)) = b (T (] — 1) Vio, X)) W ds) .
to j=1 (1s1—T1)Vto Lr(QRY)

Using again Theorem I1.6 and the triangle inequality, we obtain by Assumption IV.8 vi) that
Ri2 < pLyymvVd Z

s5— Tl)\/to m ) ‘ 1
</t0 / DY (T (u, X)) = V(T (181 =) vto,Xu))Hip(Q;Rd) duds)

(1s)—m1)Vto j=1

< prm‘/th,bZ </ /
1=0 71

x (u—((I1s) — ) v to)) duds> .

-

(s—11)Vio 2

o1
sup (14 [ Xy, [)2
ke{o,, D}

(Isl—m)Vto LP(4R)

(IV.167)

Considering the LP(2;R)-norm on the right-hand side of inequality (IV.167) above, it analo-
gously to inequality (IV.52) holds

vl

2 b
sup (14 || Xur, ) 2
ke{0,1,....D}

2
. < (1 + HXHS(WbVl)p([tO*T,T}XQ;Rd))
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Inserting this into inequality (IV.167) and using

s— Tl)\/to
</ / (8] — 1) V to) du ds)
to \_Sj Tl)\/to

_ (/t ;(((sz ) Vi) — ((is) —Tl)\/to))3d3>

N|=

N

§</:3( —1s))° df
- (S e
f@t"“‘t" ")
S\/T—Q VT —toh?
< \/%(T —to) b, (IV.168)

we finally obtain

w1

Ri2 < pLymVdLgy(D + D1+ HXHZ(’Yb\/l)P([tO_ﬂT}XQ;Rd)) ? NG

Similarly to the considerations on previous term Ris, it holds, using Theorem II.6, the triangle
inequality, Assumption IV.84), and inequality (IV.67), that

Ris < FLMFJ&Z (]

(T — to) h. (IV.169)

m o p(s—T)Vio ,
Z/( (b](T((LSJ =) Vo, Xu))

j=1" (s —T1)Vto

2 3
ds) .
LP(Q;R?)

Using Theorem I1.6 and Assumption IV.8 i) again, similarly to inequalities (IV.24) and (IV.167),
we have

D D 2
Riz < pLimvVdy (/t / <Z||Xu—% - X((LSJTl)Vto)TkHLP(Q;Rd)> dud8>
=0 k=0

Then, similar considerations to inequalities (IV.29), (IV.150), (IV.151), and (IV.152) imply

= V(T (15 = ) V b0, X -mpno)) ) AWV

1
s—1;)Vito 3

(1s)—1) Vto

Ris < pLgm\/&<L§D T—to+(D+1 (Ka\/T “to+ /p— 1Kp/m)

(s— Tl)Vto
(/ / —((1s —Tl)\/to)) duds) )
to J(Is)—T \/to
Finally, since

s— Tl)\/to
</ / (LSJ—Tl)\/to)) duds) < 7\/7T750h,
to

(1s)— Tz)\/to

1\3\»—‘
N|=

2
< (L4 IX g 0.7 x0))

o=

S
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cf. inequality (IV.168), we obtain

Ris < pLEmVd(LeDVT —to + (Kav/T — to + v/p — 1Kp/m)

: 1
X (]- "‘ HXHZVP([to—T,T}XQ;Rd)) 2 (D + 1)) (D + 1)%Mh

Now, we consider the last term Ri4 and show that it is of order O(h) as h — 0, too. First,
Zakai’s inequality from Theorem I1.6 and the triangle inequality imply

l1,l2=011,12=1
1
2 2
ds| .
LP(4R)

The LP(2;R)-norm on the right-hand side of the inequality above can be treated analogously
to the LP(2;R)-norm in inequality (IV.148), which occurs in the estimates of term Rg. Then,
similarly to inequality (IV.149), we have

(IV.170)

p
Rus< L /

|XS Tl _thlj Tl ||XS Tl XZ2 ‘

T sl

m‘é?

Ria < 9 \/7K82b\/7d(1 + ||X||S(gb+2)p([t0—T,T]XQ;Rd))

D 2
x ( / < S %y~ X, 1Ky — Xl ) ds)
to l1,l2=0 p(QR)

Ka%fd(l + ||X||5(gb+2)p([t0 —7,T]xQ;R?) )

T
X (/ <Z||XST1 Xsz Tl||L(9b+2)p QRd)> )
to N\ =
1

Using further inequalities (IV.150), (IV.151), (IV.152), and (IV.156), we obtain

D=

w‘é?

| =
i

1 b
Ria 2 \/7K82b\/>d(1 + ”X”5(9b+2)P([t0 7, T xQ; R‘i)) ’

X (DL£ T —to+ (D + 1) (Ka/T — to+ v/(0a + 2)p — 1Kpy/m)

2 12 T 2 :
X (1 + ‘|X‘|S(9a+2>p([t0—T,T]XQ;Rd))2) (/to (S - LSJ) dS)
o
Ka%\Fd(l + ”X”S(gb+2)p([t0 7,T|x8Q; Rd)) :
X (DLey/T — to + (D + 1) (K, \/T—to—i-\/ga-i-? — 1Kyy/m) (IV.171)

x (1 +HXH5(ga+2>p([t0 TT}XQRd)) ) VT —toh,

N =
ﬁ

N

cf. inequality (IV.153).

Now, we have estimated all terms R, r € {1,...,14}. We refer to Table IV.17 for an overview.
According to these estimates, there exist constants Cy,Cs > 0, independent of A, such that
inequality (IV.62) holds true. Using inequality (IV.63), Gronwall’s Lemma I1.7 implies

2 2792 202(T—t
1X = Y1l gz ey < 2CFR2HT10),

127



IV. Numerical Approximation of Stochastic Delay Differential Equations

Thus, it holds
HX B YHSP([to—T,T]XQ;]Rd) < \@Clecg(T_tO)h

for all h € ]0,T — t¢], which proves the assertion of Theorem IV.9. O
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EFFICIENT APPROXIMATION OF
ITERATED STOCHASTIC INTEGRALS

Higher order approximations of solutions of SDEs, as the Milstein scheme, involve iterated
stochastic integrals [23, 78, 105]. However, these approximations can only be simulated directly
in special cases [78, 105].

Let us consider Milstein scheme (IV.33) regarding SDDE (II.1). In the case of additive noise,
that is, the diffusion coeflicients do not depend on solution X, the derivatives of the diffusion
coefficients vanish, and the Milstein scheme equals the Euler-Maruyama scheme, cf. Corol-
lary IV.13 and Corollary IV.14. Thus, the iterated stochastic integrals do not appear in the
scheme.

SDEs with commutative noise are another important class of SDEs; where the Milstein scheme

can be simulated directly. If the diffusion coefficients do not depend on the past history of

solution X, and SDDE (II.1) satisfies the commutativity condition
Gxébjl(t,t — Ty, t—Tp, X)) VR (Lt — Ty, .. t—Tp, X))

j2 ,J1 (Vl)
:81,6b7 (t,t —T1,...,t —Tp, X¢)b (t,t—Tl,...,t—TD,Xt)

for j1,72 € {1,...,m}, i € {1,...,d}, and t € [tp,T], the iterated stochastic integrals in the
Milstein scheme simplify to

tnt1 S ) . 1 o1 . 2
/ / AW dw] = o ((/ de) — (tn+1 — tn)> (V.2)
tn tn tn

P-almost surely for j € {1,...,m} and

tn+1 S . . tn+1 S i . tn+1 . tn+1 X
/ / AWz AW + / / AW Wiz = / dwi / AWz (V.3)
tn tn tn t tn tn

n

P-almost surely for ji,j2 € {1,...,m} with j; # jo. These equations (V.2) and (V.3) follow
from the stochastic integration by parts formula resulting from It6’s Lemma, cf. [78]. Thus, the
Milstein scheme can be implemented by only simulating the normally distributed increments
of the underlying Wiener process. Similar conditions to commutativity condition (V.1), in the
case of present delay in the diffusion coefficients, do not simplify the delayed-iterated stochastic
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V. Efficient Approximation of Iterated Stochastic Integrals

integrals because the stochastic integration by parts formula is not applicable, and because
the delayed-iterated stochastic integrals do not commute. This even holds in case of one-
dimensional noise (m = 1). As a consequence, modeling (delayed-)iterated stochastic integrals
is an important task in order to make numerical schemes of higher order applicable.

The modeling of iterated stochastic integrals is closely related to the approximation of Lévy’s
area [91]. This problem has been studied by different authors, see, e.g., [42, 60, 78, 79, 96,
105, 127, 136, 137]. Since we are interested in modeling iterated stochastic integrals in case
of multidimensional noise in general, that is, m € N is arbitrary, the results in [42, 96, 127]
are not further discussed below, because the Wiener process is only considered to be two-
dimensional (m = 2) there. Considering iterated stochastic integrals where the Wiener process
is multidimensional, approximation schemes are developed based on a series expansion of the
Brownian bridge process for SODEs in [78, 79, 105] and for SDDEs in [60, 137]. The results
in [78, 79, 105] were improved by Wiktorsson in [136] and generalized by Leonhard and Ro8ler
in [90] to Q-Wiener processes driving SPDEs. In all these papers, the approximation of Levy’s
area is considered in the L?(Q; R)-norm.

In Section V.1, the results from [60, 78, 79, 105] are extended to convergence in LP(;R)
for arbitrary p € [2,00[. Further, we show in case of SDDEs that the computational cost of
the Milstein scheme is significantly reduced compared to [60, p. 311], see Theorem V.18 in
Section V.4.

In Section V.2, a new algorithm is proposed that significantly reduces the number of normally
distributed random variables, that need to be generated, compared to Wiktorsson’s algorithm in
[136]. Whereas Wiktorsson only analyzed the convergence of his algorithm in L?(; R), we show
that our new algorithm is convergent in LP(2;R) for all p € [2, 00[. The computational costs of
this algorithm are compared to the algorithm from Section V.1 and to the one of Wiktorsson
[136] in Section V.3. The convergence of the Milstein scheme based on these iterated stochastic
integral approximations is stated in Theorem V.19 in Section V.4.

The convergence in LP(€2; R) for all p € [2, oo] is especially relevant for pathwise approximations
of SDEs that are of higher order, cf. Corollary IV.12 and [77], and may also be of interest for
multilevel Monte-Carlo approximations with irregular functionals, cf. [8].

In the following, we first consider some problems of dependencies occurring in the simulation
of delayed-iterated stochastic integrals when the discretization is arbitrary. Afterwards, the
Fourier series expansion of the Brownian bridge is used to derive expansions of the iterated
stochastic integrals.

Let {to,t1,..., ~N—17t~ &} be an arbitrary discretization of the interval [to, T] where ¢y =: to <
thh<...< fol < EN :=T'. Consider points in time £n7£n+1, and let t, — T, < t < fn+1 -1

where t,, —T; > to. We are interested in simulating the stochastic integral j%t it ffs:TTll dw} dej .

Considering point in time #j,, we can rewrite the delayed-iterated stochastic integral to

tnt1 5= ] ]
/ / AW AV
th fn*Tl

! i : ) (V.4)
te+T ps—T . . tny1 .t . th+1  fS—T . .

- / / AWE dWi + / dw? / dW! + / / AW: AW
t~n Enle t~k+Tl En*Tl t~k+Tl t~k
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P-almost surely. Thus, the problem of simulating the delayed-iterated stochastic integral splits
up to simulating the increments f; dW{ and f t”“ dWJ as well as the delayed-iterated

stochastic integrals :’“ﬂl o Tl dI/VZ dW] and Ltnii f = dW:dW{. These random variables

are taken into account automatlcally by adding point in time f + T; € |t,, tpe1] to the dis-
cretization.

Hu, Mohammed, and Yan hide this problem of the dependencies in equation (V.4), cf. [60,
Appendix B]. Thus, their algorithm in [60, (B.7) and (B.8)] is not applicable and implementable
straightforwardly.

A similar problem of dependencies occurs if we already have simulated the iterated stochastic
integral f;”“ f;_jl dWidW{, and we like to add a point in time t,11 € ]tn,tny1] to the
discretization a posteriori. Then, similarly to equation (V.4), it P-almost surely holds

£n+1 S—T . .
/ / AW AW
tn tn—Tl
n+1 Eni1 o fta41—T tny1
/ / dWl dW]—i-/ de/ dI/VZ / / sz dW]
tn tn—T tnt1 Enle tnt the1—T

By adding the point in time ¢,,+1 —T; to the discretization a priori, the problem of dependencies
of the random variables can be circumvented again. Note that, in case of SDDEs, explicit
schemes, like the Milstein method, need to compute the approximation at the point in time
tnt1 — T, and thus, the random variables on the right-hand side of equations (V.4) and (V.5)
are needed anyhow.

(V.5)

(S
2

Taking this into account, we refine the given discretization {fo,#1,..., _1 t 5} to

{to,tl,...,t]\[} = U U {tn—i—Zlel} to, ] (V.6)

whenever D > 0. If D = 0, we emphasize that

{to,t1,...,tn} = {50,7?1, e 75]\7—1’ EN}’
and the discretization is still arbitrary.

Using discretization (V.6), we have, on the one hand, the opportunity to compute the Milstein
scheme directly on this discretization. On the other hand, we can calculate the Milstein scheme
on the prior discretization {fo,%1,...,t 13 t & Afterwards, we use the random variables on the
right-hand side of equations (V.4) and (V.5), that are simulated using the discretization (V.6),
in order to compute for example Y; . via the continuity — interpolation — of the Milstein

scheme (IV.33), where the point in time £, — T; does belong to that discretization (V.6).

The dependencies occurring in equations (V.4) and (V.5) make it much more complicated to
add a point to the discretization a posteriori than it is in the case of the Euler-Maruyama
scheme, cf. [2, p. 24].

Therefore, throughout this chapter, it is assumed that the discretization is of form (V.6) when-
ever D > 0.
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V. Efficient Approximation of Iterated Stochastic Integrals

An example of a discretization that satisfies equation (V.6) in case of D = 1 is as follows. Set
h =711/M for some M € N, and if T = Nh, let t,, = to+nh for n € {0,1,..., N} be the points
of that equidistant discretization.

A discretization of the form (V.6) does not have to be equidistant necessarily. In case of D =1
with T; = 3, a discretization with hg, = 1 and ho,41 = 2 for n € {0,1,..., N} provides an
example that satisfies (V.6) and is not equidistant.

For the sake of simplicity, let us introduce the notations

tht1—T )
AW / dwy ift, — 1 > tp and
W, = t

n,T; = n—T]
0 ift, —1 <to
as well as
tn+1 S—Ty ) '
/ / dW, dW7 ift, — 1 > to and
I(i,j),nﬂ‘l = tn tn—T

0 iftn—Tl<t()

fori,je{l,...,m},1€{0,1,...,D}, and n € {0,1,..., N — 1}. Further, in case of [ = 0, we
write

n

) . tnt1 )
AW = AWJ,TO = / dw?
tn
and

tnt1 ps ‘
[(i’j)7n = I(/L'v.j)zanO = l / dW’Lt dWSJ

ln

Moreover, we define h,, ==t 11 — tn.

Since the discretization {to,t1,...,tn} is of form (V.6), there exists a unique point in time ¢,
in this discretization with ¢, = ¢, — 1, whenever ¢,, — 1, > t9. Moreover, it holds

hn = tn+1 — 1ty = tn+1 — T — (tn — Tl) = tq+1 — tq = hq. (V7)

The algorithms, that approximate the iterated stochastic integrals and are presented below, are
based on the Fourier series expansion of the Brownian bridge process, cf. [60, 78, 79, 105, 137].
Consider the Brownian bridge process

([ )
tn—T “ hn tn—Ty b SE[tnytn-&-l}

for j € {1,...,m}, 1 €{0,1,...,D}, and n € {0,1,..., N — 1} whenever ¢, — T, > to. In the
following, let n € {0,1,..., N — 1} be arbitrarily fixed if not stated otherwise. Since P-almost
all realizations of the Wiener process are continuous, the Brownian bridge process P-almost
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surely belongs to L?([t,,tn+1);R). Hence, its Fourier series expansion with respect to the
trigonometric, complete orthonormal basis

( 1) U{<1/2cos<27rk(s—tn)>> ,kEN}
hn SE[tn,tn+ﬂ hn hn Se[tnytn+l]
U{<1/2sin<2wk(s—tn)>> ,kGN}
hn \hn s€ltnrtni1]

of L?([tn,tns1];R) is given by

s—T . o t .
/ Awi — 2 AW
t

n,T;
n—T] hn ,

a} > 27 j 2 i
= % + Z ai?,nffz COS(h (8 - tn)) + bljc,n,"rl Sin<hk(3 - t")>’
k=1 " "

where the series is P-almost surely convergent in L?([t,,t,+1];R) at first. The Fourier coeffi-
cients are defined as

. 2 tnt1 5—Ty ] s—t, ' o
Ty, = ), </t . dwy — hnAwgm) cos<hnk(s - tn)> ds

for k € Ny and

; 2 tnt1 =T . s—t, . (27
b{ﬁnm = h—n /tn (/tn-n dwy — 7hn AW%@) Sln<hnk(s - tn)) ds

_ : : J oo, Joo._ 1]
for kK € N. In case of [ = 0, we just write W = Oz, and bk’n = bk,n,To'

The random Fourier coefficients ais ) and bi o k€ Nand j € {1,...,m}, are independent

and N(0, 2:f"kQ)—distributed, cf. [105]. Since covariance

) $=T . s—tn .
E AWTZL,’EZ / dWl{ - TAWT‘ZJZ - 0
t

n—T] n

for all s € [t,,tne1], the increment AW

n.r, 18 further on independent of ai,nm and b
keN,i,je{l,...,m}.

ket for all

According to [66] and [135], the series in equation (V.8) also converges, uniformly for all s €
[tn, tn+1], P-almost surely and in LP(§2; R) for all p € [1,00[. Thus, the evaluation of that series
at a point in time s € [t,, tp+1] is well-defined. Setting s = t,, or s = ¢,41 in equation (V.8),
we obtain the relation

a i

OvnyTl _ E _]

2 - ak,n,'rl (V9)
k=1

P-almost surely, where the series converges in LP(€2;R) for all p € [1, 00].

Let us give a remark on the convergence of random series.
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V. Efficient Approximation of Iterated Stochastic Integrals

Remark V.1

Let E be a separable Banach space. Series that converge in LP(Q2; E) for some p € [1,00[ are
convergent in probability, too. If the summands are further independent, the series also converge
P-almost surely by Lévy’s theorem, see [66, Theorem 3.1] and, e.g., [12, Satz 14.2] in case of
E=R.

According to Remark V.1, series may converge P-almost surely as well, but this will not always
be mentioned below. If not stated otherwise, let p € [2, oo be arbitrarily fixed in this chapter.

In the following, we present the series expansions of iterated stochastic integrals, cf. [60, Sec-
tion 4] and [137, Subsection 3.7.2]. For this, we consider some stochastic integrals first. Using
It6’s formula, cf. [84, Theorem 8.1.1], it P-almost surely holds

tnt1 s—1 . 1 . af)
Aw? = AW — 22 V.10

/tn hn S 2 n 2 ) ( )

b1 2 . j
/t cos(hk(s — tn)> dW = kb ,,, (V.11)

and

tn+1 . 27T . ]

/t sm<hnk(s - tn)) dWy = —wkay,, (V.12)

cf. [105, Lemma 7.4]. Further, for i € {1,...,m}, the increment AW},  is %y, _,/%(R)-mea-
surable and independent of the Wiener processes W7 for j € {1,...,m} \i. In case of | €

{1,..., D}, it holds t,4+1 — 1; < t,, since the discretization is assumed to be of form (V.6).

Due to these measurability and independence properties, we can substitute the inner integral
of Li"“ fti_jz dW!dW{, if i # j in case of [ = 0, by expansion

S—T] .
/ dwi
tn—Ty
—t . al Sl 2 . 9
P AW+ N cos<7rk(s - tn)) + bk, sin(ﬂk(s . tn))
hn 3 2 P U2 hn 3 Thy hn

that converges uniformly for all s € [tg, T'] P-almost surely, see equation (V.8). In the excluded

case, however, we directly have I; ;) , = $((AWH)? — hy,) P-almost surely, see equation (V.2).

Using formulas (V.10), (V.11), and (V.12), we obtain

1 ) , aé ) a% ) ad S S

SAWLAW] + T’MW,{ — 7’”AWJL + 7> k(g b, — bhaad ) (V.13)
k=1

Ligyn =
for i,5 € {1,...,m} with ¢ # j, where the series converges in LP(€;R), cf. [78]. Similarly, we
have
1 ab ag) s . .
3 1 7n7T 1 7n 3 3 3
= GAW. AW + 22RAW] — AW, 4 7 > k(@) b = by @)
k=1

I

i’j)7n’Tl

(V.14)
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for all I € {1,...,D} and 4,j € {1,...,m}, where the series converges in LP({2;R), cf. [60,
Lemma 4.1] and [137, Lemma 7.2]. We refer to the proof of Theorem V.2 below for further
details on the convergence.

Thus, in case of [ = 0, we P-almost surely have

AWIAWS — hylgmjy
ij)n = 5 +

I A(z’,j),n
for i,5 € {1,...,m} where

Iy = 1Gi)m
i = Aapnc == 5

A

al ) aj . > ) ) 4 )
- 02n AW, = (;HAWTZL 1Y k(ah b, — bhnd, ) (V.15)
k=1

is the Lévy stochastic area. Here, it holds

for 4,5 € {1,...,m} with i # j and A ;) , = 0 for j € {1,...,m}, cf. [136]. Due to this
relation, we only need to simulate the Lévy areas A; ;) for 4,7 € {1,...,m} with i < j.

Similarly, we P-almost surely have
I(i7j)7n7'tl = §AWn7TZAWn + A(ivj)7n7Tl

for all 4,7 € {1,...,m} and [ € {1,..., D} where

ap . 4 , . . .
. Onm 0,n ) § 7 7 7 J
ivj)’anl T 2 AW”Z - 2 AWnaTl + ™ k(akzn7Tl bkyn B bkun)Tlale)7 (V'17)
k=1

A

whenever ¢, —1; > to. Here, random variable A; ;) , r, can be seen as a delayed Lévy stochastic
area. If t, — 1, < to, we set A(; ;) .-, = 0. Note that expansion (V.17) above does not commute
in contrast to the expansion in equation (V.15). Therefore, the delayed-iterated stochastic
integrals (; j) n.r, have to be simulated for each pair (i,j), i,j € {1,...,m}, even if m = 1.

Approximations of expansions (V.15) and (V.17) are considered and analyzed in the following
sections. There, we need the notation of Gamma function I'; defined by

for z € R with z > 0, cf. [5, pp. 35-36]. The Gamma function I" generalizes the factorial in the
sense that I'(n + 1) = n! for n € Ny, see [5, Theorem 1.9.4] for example.
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V. Efficient Approximation of Iterated Stochastic Integrals

V.1. Algorithm I: The General Case

According to the introduction of this chapter, the random variables A(; j) » 1, have to be sim-

ulated in order to model the iterated stochastic integrals I(; j) ., for 4,7 € {1,...,m} and
I € {0,1,...,D}, where n € {0,1,...,N — 1}. Only with the exception of A, = 0 for
je{l,...,m} in case of [ = 0, there are so far no methods available that generate these Lévy

areas exactly.

In this section, we present a simple method for the approximation of iterated stochastic integral
L(; j)nx,» Which was first introduced by Milstein in case of [ = 0, cf. [105, pp. 94-100], and was
then extended to iterated stochastic integrals with delay by Yan in [137, Subsection 3.7.2].
Both show that this so-called Fourier method is convergent in L?(2;R), also see [60, 78, 79].
In this chapter, we prove the convergence in a stronger sense, namely in LP(€; R) for arbitrary
p € [2,00].

This simple approximation of Lévy areas is obtained by truncating series A; jy,, and A j) n 5
see equations (V.15) and (V.17), after K terms, that is

at o al . K o o
K . K . 0, 0,
Al = Al = 5 AWE = AW, 4 > k(aj, b, ) = bin],,) (V.18)
k=1
and
al aé K , .
. ) . . . _
. B %AW& - T’MW}W + 7Y k(U= Vhn @) if t — T > to,
(ivj)1n7Tl T k=1
0 if tn — T < 1o
(V.19)
for some K € N. Note that Agj) ., = 0forall j € {1,...,m}. Then, the iterated stochas-

tic integrals I(; jyn«, for i,j € {1,...,m}, I € {0,1,...,D}, and n € {0,1,...,N — 1} are
approximated by

1 . .
K 7K — 7 K
igin = Lopmme = 5 (AWRAWE = hnliigy) + AG ) (V-20)
and
1 ‘ )
SAWE AW 4 AK if ¢, — 1 > to,
I(I;j)7n7’fl = 2 ’Tl (Z’])’n’Tl l " (V21)

ift, — 1 <ty

where K € N. These approximations converge with order O(K_%) in LP($;R) to I; ), and
I (i ) respectively, as K — oo. The precise error estimates are stated in the next theorem.
This theorem extends the results from [60, 78, 79, 105, 137], where the convergence in L?(; R)
is considered.

Theorem V.2
Let p € [2,00] and n € {0,1,...,N — 1}. Consider approzimation I(Ii(j) ) defined by equa-
tions (V.20) and (V.21), where K € N, i,5 € {1,...,m}, and l € {0,1,...,D}. It holds

1
(p—1)(T(E))7h
max |1 j) _I(Ii{vj)yn,Tz”Lp(Q;R) < 2(p+1 2 ) =,

7‘7.]6{1a7m} 2p
1€{0,1,...,D} i VI
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where in particular ||1(; ), — I(I;j)mHLP(Q;R) =0.
Proof. The proof is stated in Section V.5, see p. 160. O

Especially for p = 2, the inequality simplifies to

h
I _ K. < V.22
z]er{riixm}u (@&3)mm (l’j)’n’TlHLQ(QR) ~ VorvK ( )
1€{0,1,...,D}

since I'(3) = 4 Moreover, if p = 2, the error can be precisely stated, cf. [105, Lemma 7.3] for

the case of [ = 0.

Corollary V.3
Let n € {0,1,...,N — 1}, and consider approzimation IX l defined by equations (V.20)

(i7j)1n7’r

and (V.21), where KeN, i, j€{1,...,m}, andl€{1,...,D}. It holds ||I(j7j)7n—l(ljj) W2y =
0 forallj € {1,...,m} and

K

1
h (7 1\2
K —
Hipnm = lapmalen = 7 (6 2w >

k=1

foralli,je{l,...,m} andl € {0,1,...,D}, wherei # j if L =0.

Proof. The proof is stated in Section V.5, see p. 162. O
In the following, we provide an algorithm for the simulation of AWTJL', I(Iz{,j),n’ and I([i{,j),n,'rl’ if
tn — T > to, foralli,j € {1,...,m}, 1 €{1,...,D},and n € {0,1,...,N — 1}.
Define the matrix Af. = (Agj)mm)lgi,jgm € R™ ™, where AK = AK_ and define the
vector operator
K \T7. K K K K T 2
Vec[(An7Tl) :| = (A(171)7n7Tl7 T ’A(17m)7n7Tl’ T ’A(m71)7n7Tl’ T ,A(mvm)vanl) € Rm ' (V.23)

Using the Kronecker product ®, we P-almost surely have

K
a a
vee[(AN)T] = 57 @ AWy — AW, © =% 473 k(g @ by — by @) (V.24)
k=1
and
K
a a
vee[(AK )] = % @AW, — AW, q ® % 1Y k(g @ by = g, @ )
k=1
where AW, q, == (AW, ..., AW )T as well as Uppmy = (a,1€7n’Tl,...,a}€’fn7Tl)T for k € Ny
and by, . = (bllc,nm’ ey bZ?nm)T for k € N.

. . . K K K K
So far, we only considered the approximations [ (id)m and A(i’j),n as well as [ (id) and A(i’j)’n, =

for fixed i,j € {1,...,m},n € {0,1,...,N—1},1 € {1,...,D},and K € N. In order to simulate
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V. Efficient Approximation of Iterated Stochastic Integrals

these approximations correctly, we have to take their dependencies into account by generating
the random variables. Therefore, we make the following considerations.

For some point in time lg=1th —T =10 of the discretization under consideration, we have the

identities aiznm = akq for k € Ny and b] = b%q for k¥ € N. In fact, considering Fourier

k,n,T;
coefficient ai o exemplarily and using the substitution s = r 4 1, it holds

) 92 [int1 5T ) —t, [T . 2
aj ., o = / dw; — i / dW; ) cos jk(s —t,) | ds
T hy, tn tn—T, hn tn—T I,
2 tht1—T; T ) —tn tnt1—T . 2
. (/ awi — 7“JFT’/ dW5> cos<”k(r - tn)> dr
h‘ tn—T tn—T h’TL tn—T hn

lg41 tg41 ) o1t
(/ dwy — / de) cos(hk(r - tq)> dr
q

where t;11 = tp41 — T, equation (V.7), and AW! = AWTJL',TZ are used.

- akﬂ]’

If we want to ensure, cf. Theorem V.2, that

1
(p—1)(T(EF)) 7 h
HI )T I{Z;),n;rz”Lp(Q%R) < 2£+1 2 ) . <e¢

and

HI(z‘,j) q (” ||LP(Q R) < Ip+1 <e

for some error € > 0, we can choose K = K,, = K, since h,, = hq, see equation (V.7). Then,
the sums in approximations (V.18) and (V.19) have the same number of random variables,
where AW, v, = AWy, ag,, +, = g g5 O oy = Qg o a0d by, =y for k€ {1,..., K}. These
and only these random variables were already generated in the step where iterated stochastic
integrals [ ([Z.(j) g for i,j € {1,...,m} have been simulated. Thus, in order to simulate I’¢ (i)

we only have to generate the random variables AW,,, Aoy Qg > and by for k € {1,...,K} in
addition.

In simulating random variable a ,,, we further have to take into account that a , is not inde-
pendent of the random variables a, , for k € {1 , K}. Since, for k € N, Fourier coefficients

ai .» 7 €{1,...,m}, are independent and N (0, 5 ) distributed, we obtain for j € {1,...,m}

by identity (V.9) that

bl 271.2 k2

fo'e) K [e%)

J _ J
Yo dh,= Z%n + ) 4,
k=1 k=1 k=K+1

P-almost surely, where random variable

> ai7n~N<O, > 27T2k2> (V.25)

k=K+1 k=K+1
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is independent of ai,n forall k € {1,...,K}.

Let us introduce some additional notations. We denote by 0;x; the matrix of zeros of size i x j
and by I, the identity matrix of size m x m. For emphasis, we also write 0,,x1 for 0 € R™.

According to [74, Corollary 6.11], for n € {0,1,...,N — 1} and k € {1,..., K}, there exist
N(Opx1, Im)-distributed random variables B, G ,,, Uy,.n» and V  such that

AWn = \/Ean

> T (72 S5 12
> =2 (-S4 ) G

k=K+1

and

P-almost surely and approximate I, = (I(; j)n)1<ij<m by

vec[([ff)T} = — (AW, ® AW, — vec[hyIn]) + vec [(Af)T]

| =

P-almost surely. Similarly, we P-almost surely have

n,T; n,7;

vee(15,)7] = (AW, © AW, + vee (41,7,

where t;, = t, — T > to and

Vec[(AK )T] =

n,T

P-almost surely. Using this, we provide the following algorithm for the approximation of iterated
stochastic integrals.
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Algorithm V.4

Let discretization {to,t1,...,tn} of [to,T] be of form (V.6), and let p € [2,00[. In order to
simulate AW;, and Ij; jy o fori,j € {1,...,m}, 1 € {0,1,...,D}, and n € {0,1,...,N — 1}
such that

K0
z,jeI{I}??.(,m}||I(i’j)’”’Tl ) nTl”Lp (R) S €
1€{0,1.....D}
for some error bound € > 0, proceed as follows. Forn=0,1,...,N —1,
i) set
2
(0 — 1> (L(*F) 7 h3
Kn = 2p+1 )
TP g2
where [-] is the ceiling function. In case of p = 2, this especially means that K,, = (%]

it) Generate and store independently N(Op,x1, I,)-distributed random variables By, G
Uppn» and Vy , for k € {1,..., K,}.

0,n’

iit) Set AW, = \/hy, By, and approximate random variable vec[(An)T] by

iv) Then, the approximation of VGC[(In)T] is computed as

>

vec[(IF)T] = ?n (Bn, ® By, — vec[ly]) + vec[(AK)T].

v) Forl=1,...,D, if t, — 1 > to, determine q € {0,1,...,n — 1} such that t; = t, — T,
and the approximation of Vec[(Inm)T] is computed as

>

Vec[(Iff%)T] =

%(Bq ® By,) + vec[(AK7)T]

n,T;

where

vec [(Af’;l

(Vk N \/>B ) (Vk,q - \/QBQ) ® Uk,n)
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V.2. Algorithm II: Nondelayed-Iterated Stochastic Integrals

A new algorithm for the approximation nondelayed-iterated stochastic integrals I(; ) , is devel-
oped in this section. As announced in the introduction of this chapter, this algorithm lowers the
computational cost significantly compared to the one of Wiktorsson in [136], see in this regard
Section V.3 in particular. While Wiktorsson only considered the convergence in L?(Q;R), see
[136, p. 481], we show the convergence of our method in LP(2;R) for arbitrary p € [2, oco].

Similarly to the algorithm of Wiktorsson in [136], we truncate series expansion (V.15) and
approximate its remainder such that the order of convergence will be improved. The algorithm
provided in the previous section serves as a basis at this point. Wiktorsson neglects in his
algorithm known information about the distribution of the coefficient q,,, cf. formula (V.25).
Incorporating this information is the main idea of our new algorithm and results in savings in
computational costs.

In the following, let n € {0,1,..., N —1} and p € [2, 00[ be arbitrary fixed first. The remainder,
neglected in approximation (V.18) of series expansion (V.15), is given by

k=K+1

P-almost surely for ,j € {1,...,m}, where the series converges in LP(2;R), cf. Theorem V.2.
As mentioned before, it holds Aj ;) ,, — Ag P = 0, and thus, let 7 # j unless otherwise stated.
According to relation (V.16), we only have to approximate the Lévy areas A(z‘,j),n for ¢ < j, cf.

[136]. Therefore and for technical reasons, we introduce the matrix

Om—1x1 Iy Om—le(m—l)
Om—2xm+2 I o Om—2><m(m—2)
Hopo= | o :. , ]:. 0 | erM (V.27)
m—jx(j—)m+j 4m—j Ym—jxm(m—j)

01><(m—2)m+m—1 1 O1xm

where M := $m(m—1) and I; is the identity matrix of size j x j, cf. [136, pp. 477, 478, and 486).
Considering equations (V. 23) and (V.24), selection matrix H,, implies

K K K K K K K T
(A(1,2),n7 ce 7A(1,m),n7 A(2,3),n’ ce 7A(2,m),n7 c A( jj+1)mo o A(j,m),n7 e A(m 1,m), n)
= mvec[(Aff)T]

(V.28)

P-almost surely. Let (€;);cq1,...m} be the canonical orthonormal basis of R™. That is, e; denotes
the jth unit vector in R™. We define permutation matrix P, € R™*xm? by

m
= Z e,-eJT ® ejel, (V.29)
ij=1

cf. [136, p. 478]. Then, it holds

Phozy) =y«
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for all z,y € R™, and further, we have

Pn=) e@In®e)=) e @n®e), (V.30)

m
J=1 J=1

see [95]. The latter representation is used in [90] for example. Using selection matrix H,, and
permutation matrix P,,, we have with relation (V.16) that

Vec[(AnK)T] = (L2 — Pm)HEI(Hmvec[(AnK)T]), (V.31)

see [136, p. 479]. In view of equations (V.23) and (V.28), the remainder in equation (V.26) can
be represented in vectorial form, and it holds

Hyp (vee[(An)T] = vec[(AN)T]) =7 > kHp(Prn — Iy2) by, ® ay, ) (V.32)
k=K+1

P-almost surely, where the series converges in LP(Q;RM) as the series in equation (V.26) is
convergent in LP(;R).

In the following, we approximate the remainder in equation (V.32) by a suitable random vari-
able and add that approximation to the truncated series (V.31), cf. [136]. Here, Algorithm V.4
already incorporates the normally distributed random variable 22 ;- 41 Q- Thus, our approx-
imation, obtained by Algorithm V.4, is not independent of the remainder in equation (V.26)
anymore. This is the main difference and difficulty compared to [136]. In order to provide
a reasonable approximation, we have to take this dependence into account in our derivation.
Wiktorsson states that the conditional distribution of the remainder, which he considers in
his approximation, is normal, see [136, pp. 479-480]. In our approach, the joint conditional
distribution of the remainder in equation (V.32) and random variable 72 .- ay, ,, is normal,
too.

Lemma V.5
Let K € N. Given {b;,, + k € Nwith k > K}, the conditional distribution of the random
variable

00
E ak,n

k=K+1 . Q) — RMTM (V.33)

T Y kHp (P — Ly2) (b, @ ay,,)
k=K+1

is normal with conditional expectation 0,4 ar)x1 P-almost surely and conditional covariance

R EE)TY (mt- M) x (m+ M)
<221,<n Z?{,{n Q=R ,

where

. h
ZLn - < W)Im, (V34)
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h > b,
EK :le m — m .
2 = 5 Hm(P, Imz>( >, el ) (V.35)
k=K+1
and
ha, .
=GP~ ) (3 el 1) (P~ ) (v.36)
k=K+1

P-almost surely. Here, we have X{, € R™*™ XF : (0 — RM*m - gnd XK . Q — RM*M " The
series Y o g kbkn and Y 3 gy b nbkn converge absolutely in the LP(Q R)-norm for every
p € [1,00[ as well as P-almost surely for alli,j e {1,...,m}.

Proof. The proof is stated in Section V.5, see p. 162. O

In the following, we consider the conditional covariance matrix in Lemma V.5 more closely.
Introducing the Schur complement

SE =25, — 25 (ZE)TH(ER) T (V.37)
we P-almost surely have

hn
SK — 5 Hin (P = I2)

0o o] 1 —1 o) bn o) an
(3 e (5 8) (%) 2, %) em)
k=K+1 k=K+1 k=K+1 k=K+1

X (Pm - mz)H;w

(V.38)

(S G = (g e o V) (2 R, (va9)
2217(77, 23,71 Efn(zfn)il In Onrxm Sé(

Further, let the matrix square roots of ¥ ', and SEK be denoted by /X, and 1/SE so that
we have Xf, = /X \/ZE, and SK = \/SK\/SK Using equation (V. 39) and the previous

introduced matrix square roots, we can calculate a covariance decomposition

D (ZE)T _ I, Omxar) ( ZE, Onxar [ Im  (Z5)H(EE)T
oE, 2f ) T \EEEE)TY In ) \Ousm SE ) \Onrxm I
— \/ E{(n m><M V ln V ln E 2277,) )
E2n 1\/ 1n \/SK OMXm V SK

According to this decomposition of the conditional covariance matrix and to [74, Corollary 6.11],
there exists a N(O(yn4a1)x15 Im+ar)-distributed random variable Gy, such that

o0
>
k=K+1 _ < VEE, Ome> a
= 4 N

Z ka(Pm - Im2>(bk,n ® ak,n)
k=K+1

and
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P-almost surely. Here, random variable G, is stochastically independent of Fourier coefficients
b, ., k € N, or is, more precisely, only depending on Fourier coefficients a; ., k¥ € N where
k > K. Further, it P-almost surely holds E[Gy| 74, ,,] = Gy and E[Gp|Ft, | = O(nqanx1

Writing G,, = (GO ns GIn)T where G ,, ~ N(Omx1, Im) and Gin~ N(Oarx1, Inr), the remainder
in equation (V. 32) can be represented as
@ Z kH - mz)(bkn@)akn) 2271 Eln \/ElnGOn—i_\/iGln (V40)
k=K+1

P-almost surely, where \/ X, Go,, = 372 1c 1 a;, ,, P-almost surely.

Similarly to the approach of Wiktorsson in [136], we replace \/SK with \/E[S/]. The next
lemma provides an explicit expression of matrix square root /E[SK].

Lemma V.6
Let K € N and n € {0,1,..., N — 1}. Consider Schur complement SX see equations (V.37)
and (V.38). Matriz square root \/E[SK] of matriz E[SK] € RM*M sqatisfies

Bl = ﬁ” <<k§;:+1klz> . <k§;:+1 kl2> 1<k§;:+1 k14>>QIM

Proof. The proof is stated in Section V.5, see p. 165. O

We emphasize that square root matrix y/E[SX] is diagonal. Hence, less computational effort is
needed to compute /E[SK] than for the computation of random matrix /3, in Wiktorsson’s
article, cf. [136, Equations (4.5) and (4.7)].

By replacing the random square root matrix /SX with the deterministic and diagonal square
root matrix /E[SK] in equation (V.40), the remainder is only simulated approximately. The
following theorem provides an estimate of the error that results from this procedure.

Theorem V.7
Letn €{0,1,...,N —1}. It holds

/mhy,
ie{rﬂ?),(M}HeiT(\/@_ m)Gl,nHLQ(QR \/> K

for all K € N, where e; is the ith unit vector of RM.
Proof. The proof is stated in Section V.5, see p. 166. O

We improve Algorithm V.4 by adding the approximation of the remainder (V.26), also see
equation (V.40). Similarly to approximation
vee[(IF)] = = (AW, ® AW,, — vec[hy L)) + vec[(AK) ]

n

[\7\}—‘
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of the iterated stochastic integrals from the previous section, we define the approximation

Vec[(17lz(+)T] = vec [(Ié()T] + (Im2 - P, )HT (22 n 21 N \/ 1 nGOn + \/ SK Gl n)
(V.41)

This additional term increases the order of convergence in K as K — oo compared to approxi-

mation I (If]) ,,» Which is of order O(K ) as K — oo, see inequality (V.22) in Theorem V.2.

Theorem V.8
Let n € {0,1,...,N — 1} Consider approzimation I(Kj defined by equation (V.41), where
K eNandi,je{l,...,m}. It holds

h
max ||[I; ., — X . <\/mn’
i’je{l’“'?m}H ( J)’ (z,j)7n||L2(Q7R) - \/ﬁﬂ'K

where in particular

. 7K+ .
semax [ LGgyn = 15, lli2om = 0.

Proof. The result directly follows from Theorem V.7 because

o 12 jyn = 103 5 wll2@m)
= 16{1321)7(]\4} Hez (HmVGC[(In) ] - HmVeC [(Ier)T])HLz(Q;R)
:le{rlnax He (\/ —+/E )GlnHL2 QR) (V.42)
where I(; ;) I(J+) for j € {1,...,m}. O

Vmhy

Vi2nK

the one of Wiktorsson’s algorithm, cf. [136, Theorem 4.1]. Wiktorsson proved that his approx-
(K)

imation I( Do satisfies

Let us already remark here that the error bound in the theorem above is smaller than

(K)' 5m2(m — 1)hy,
max | Lo, — 1) <
onax Magn =T nllz@m V2ArK

(V.43)

Thus, our algorithm improves that error bound by a factor of . This lowers the costs

v/5m(m—1)
V2

significantly. For more details on this, we refer to Section V.3.

The following theorem generalizes the results from Theorem V.8 to arbitrary p € |2, ool.

Theorem V.9

Let p € ]2,00[ and n € {0,1,...,N — 1}. Consider approzimation I(
tion (V.41), where K € N and i,j € {1,...,m}. It holds

i) defined by equa-

i,jer{%??.{,m}nl(i’j)’ LG halle@m)
T2 s 7 /9(T(2E)) s N2 r N (V3 41
S((21)) <<((%)) +1> +2(m_2)((2))> (V3vp—T+1)hy 7
e m2p TP 3K
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where in particular

. 7K+ _
jeﬁ?.),(m}uj(j’j)’" I(J',j),nHLp(ﬂ;R) =0.

Proof. The proof is stated in Section V.5, see p. 174. O

This theorem of course holds true for p = 2 as well. However, the constant is greater than
the one in Theorem V.8 because the estimates with respect to LP(€2; R)-norms neglect that
covariances may vanish or cancel out each other as in case of p = 2, cf. formulas (V.81), (V.82),
(V.83), and (V.86) in the proof of Theorem V.7.

Using the notations from the previous Section V.1, we provide an algorithm for simulating
the nondelayed-iterated stochastic integrals I(; ;) n, i, J € {1,...,m}and n € {0,1,...,N — 1},
approximately. Covariance Efn contains random variable

k=K+1 k=K+1

According to [74, Corollary 6.11], there exists a N(Opx1, Imm)-distributed random variable G, ,
such that

> bkn hn > 1 %

> 2235 Y 1) G

k=K+1 k=K+1

and
ho (e S 1)?
K _ n n
22,1127_‘_(27_‘_2 Z k4> Hm(Pm_ImQ)(GZn@Im)
k=K+1

P-almost surely.

Algorithm V.10 '
Let {to,t1,...,tn} be a discretization of [to,T] and p € [2,00[. In order to simulate AW}, and
I jyn fori,j€{l,...,m} andn € {0,1,...,N — 1} such that

max }Hf(i,ﬂ,n — I lvm) < €

1,7€{1,....,m
for some error bound € > 0, proceed as follows. Forn=0,1,...,N —1,
i) set

Y

K = {(W?))% (BTN 1Y ) (RN

—‘ if p=2 and

T
T 2p
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where [-] is the ceiling function, and compute

<1 g2 Ey
)
k=Kp+1 k=1
and
>~ 1 gt Eyog
o = Z Moo @=6¢(3)(Kn+1),
k=Kp+1 k=1

where 9 is the polygamma function of order i, see e. g. [1, p. 260].

ii) Generate the independently N(Opx1, In)-distributed random variables By, Gy ,,, Uy and
Vi for k € {1,..., K,}.

i1i) Set AWy, = \/hy, By, and compute

hn
Vec[(Aff")T] = Jon 0'5(” (Bn ® Gy, —Gp, ® Bn)
By w1
- 1. (Uk,n ® (Vk’,n - \/§Bn) - (Vk’,n - \/EBTL) ® Uk’,n)

o L=k
k=1

i) Independently generate Gin~ N(Oarx1, Ipr) where M = %m(m—l) and Gy, ~ N(Omixc1s Im),
and approzimate Vec[(An)T} by

h, Kn
vec[(AE" )] = vec[(AF)T] + 2 /L‘;{ (P — 1,2)(Gs,, @ I,) Gy,
27T 0_2 n ) 5
hy K. Ufn T
— o5 — P, —-1,)H,G,,,
Vor\ 2 ag(”( ) b

where Hy, and Py, are defined in formulas (V.27) and (V.29).

v) Then, the approzimation of VGC[(In)T] is computed as

hr,

vec[(IF)T] = > (Bn, ® By, — vec[l]) + vec[(AX"T)T].

At this point, we remark that term

K
hn oy

EQI,(n(E{,(n)_l \% Z{f’nGO,n = % UTHm(Pm - ImQ)(G2,n ® Im)GO,n
2

P-almost surely is also of order O(K~!) in L?(Q;R™) as K — oo. However, neglecting this
term results in a larger error. Define that approximation by

vec[(IF)T] = vec[(IF)] 4+ (In2 — Pm) Hpy/E[SE]G .- (V.44)
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Theorem V.11
Let n € {0,1,...,N — 1}. Consider approximation I(K+

i) defined by equation (V.44), where
K eNandi,j€{l,...,m}. It holds

_ hn
ie{looary les 22 (Pia) ™ v FHGonll 2 oim) < VorK’
and thus

(Vm +V2)hy,
V12K ’

o _ 7K+
e Maia = L nleam <

where in particular

— B
JE{mLa},( 1 5)m — I(j,j),nHLQ(Q;R) =0.
Proof. The proof is stated in Section V.5, see p. 179. .

Similarly to Theorem V.9, we can also extend the result of the previous theorem to general
€ ]2, 00].

Theorem V.12

Let p € 12,00[ and n € {0,1,...,N — 1}. Consider approximation I( ., defined by equa-
tion (V.44), where K € N and i,j € {1,...,m}. It holds

() o,

T
max ||e; p E IE ,
i€ {1, M H 2n ln In 77% \/§7TK
and thus
7K+
ot WM = I allir
1 1 4
(2t » 2(r(22)) » 2 INCa=32
. (0egh) (((((@) +1) 4 om — 2 L) ) (VE/TTT41)
T 2p T 2p 71'?
1
(e ) » h
=
T2 3K
where in particular
K+ _
]E{ml’a}f }HI(JJ Ij,j),nHL”(Q;R) =0.
Proof. The proof is stated in Section V.5, see p. 181. O

Approximating I(; ;) », by gfj) instead of IX (i) ) ,,» we do not need to generate N(0y,x1, I )-dis-
tributed random variable G, ,,. However, as we see in Section V.3, the savings in computational
costs are not large enough to compensate for the larger error as K — oo unless dimension m
of Wiener process W is high.
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V.3. Analysis of the Computational Costs

The algorithms introduced in the previous sections are analyzed below with respect to their com-
putational costs. By computational costs, we mean the number of independently N(0,1)-dis-
tributed random variables that need to be generated. The cost for one standard-normally
distributed random variable is set to one.

The first cost analysis of different algorithms approximating nondelayed-iterated stochastic in-
tegrals was done by Milstein [105]. He compared a rectangle method, a trapezium method,
and the Fourier method, cf. Algorithm V.4. As a result of this, it turned out that the Fourier
method has the least computing effort, see [105, p. 100]. This is the reason why we only consid-
ered the Fourier method and not a rectangle method or a trapezium method as well. Moreover,
the computational effort of Algorithm V.4 does not increase by modeling the delayed-iterated
stochastic integrals since the random variables that were already generated are reused.

In the following, we compare the costs caused by the computation of approximations I (Ii(j)
K+ rK+ . . (K) . .o

I(m.)’n, I(i,j),n as well as approximation I(z‘,j),n of Wiktorsson [136] for 7,7 € {1,.. : m},

K € N, and an arbitrary n € {0,1,..., N — 1}. The approximations ](K ) I8+ and IKF

7:7‘7 7n’ (27-7)771 (Z’J)7n
are defined in formulas (V.20), (V.41), and (V.44), respectively.

7n’

and

Given some K € N, the Fourier method I (K involves 2(K + 1)m independent, N(0, 1)-dis-

/[/hj) 7n

tributed random variables in order to approximate the iterated stochastic integrals I(; j,, for
1,7 €{1,...,m}, cf. Algorithm V.4. We write
cost[IX] = (2K + 2)m. (V.45)
Furthermore, we have
K+ m(m — 1)
cost[[,) 7] = (2K + 3)m + — (V.46)
cf. Algorithm V.10, and
- m(m — 1)
cost[) 7] = (2K + 2)m + — (V.47)
For approximation I ((f?),n proposed by Wiktorsson in [136], it holds
cost[ ;"] = 2K +1)m + — (V.48)
In Figure V.13, we present the error bounds & 2(hn, K) > max; jeq1,.. m}ll L j)n — - lr2r) of
Theorem V.2, Theorem V.8, Theorem V.11, and inequality (V.43) versus these computational
costs for K € {1,...,1000} where h,, = 270, The Wiener process is m = 2 dimensional in
Figure V.131) on the left and m = 10 dimensional in Figure V.131ii) on the right. At first, we

. . = K)' .
see that approximations IX+ K+ and IT(L )" reduce the root mean square error in the same

and higher order compared to the simple approximation IX from Algorithm V.4 (blue-solid
line) without the approximation of the remainder of the Fourier series. Although we have

cost[IE+] > cost[IEH] > cost[I{F)]
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E.2(hn, K)
* j2s
_———- I’V}L(+
1073 + e
.......... IT(LK)/
\
\
\\
1074 ¥
1075
107¢ ¥
10! 102 103 102 103 10*
cost[] cost[]
i) The dimension of Wiener process W is m = 2. ii) The dimension of Wiener process W is m = 10.
Figure V.13. Consider the approximations I{f’j)’n, I(If;) o f{f; ns and [((f{j)),n of the iterated stochas-
tic integral I ;). for 4,7 € {1,...,m} and an arbitrary fixed n € {0,1,...,N — 1}. The error bounds

E 2(hn, K) > max; jeq1,....my 1¢i5),n — - llL2(q;r) of these approximations versus their computational costs cost|-]
are presented for parameter K € {1,...,1000} and step size h,, = 2710 We refer to Theorem V.2, Theorem V.8,
Theorem V.11, and inequality (V.43) for the error bounds and to equations (V.45), (V.46), (V.47), and (V.48)
for the computational costs. In Figure i) and Figure ii), the scales of both axes are logarithmic.

for all K € N, the inverse ordering of the error bounds

Vmhy, _ (vVm +V2)h, _ V/Bm2(m — 1)hy,
V12rK V12rK V2Ur K

of the algorithms IX+, IEK+ and I(K)" yields that our algorithm I+ (red-dashed line) is
(asymptotically) the most efficient one. Only for larger error bounds and higher dimensions
m of the Wiener process, the simple approximation I’ from Algorithm V.4 (blue-solid line) is
preferable, see Figure V.13ii). However, both our algorithms I+ and I+ are more efficient

than algorithm IT(LK)/ (green-dotted line) proposed by Wiktorsson in [136].

In the following, we analyze the computational cost under the change of step size h, and
dimension m of the Wiener process. However, the computational costs introduced above are
not really meaningful in this regard. The different algorithms have different error bounds,
and the costs in equations (V.45), (V.46), (V.47), and (V.48) do only depend on K and m.
Therefore, we compare the computational effort that is required in order to ensure a mean
square error C - h3, where C' > 0 is a constant. This mean square error is motivated by the
convergence analysis of the Milstein scheme. A mean square error of C' - h3 in the modeling of
the iterated stochastic integrals ensures the convergence of order O(h) of the Milstein scheme
as maximum step size h — 0, cf. [105, Theorem 7.1] in case of SODEs as well as Lemma V.16

of the following section in case of SDDEs.
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cost[-|MSE = Ch2] cost[-|MSE = Ch3]
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10=6 107% 107* 107 1072 107! 10-6 107% 107* 107 1072 107!
hn hn
i) The dimension of Wiener process W is m = 2. The ii) The dimension of Wiener process W is m = 100.
scales of both axes are logarithmic. The scales of both axes are logarithmic.
cost[-|MSE = Ch3] cost[-|MSE = Ch3]
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—dm j7{(+ . 3
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iii) The step size is hy, = 27°. iV) The step size is hn, = 275. The scales of both axes

are logarithmic.

Figure V.14. Consider the approximations Igj),n, I(If]*.) o f{fj) e and Iéf{j))ln of the iterated stochastic
integral I(; jy,», for 4,5 € {1,...,m} and an arbitrary fixed n € {0,1,..., N — 1}. Given a mean square error of
C - h3 where C = ﬁ, the conditional computational costs, see equations (V.49), (V.50), (V.51), and (V.52),

versus step size h, and dimension m of the Wiener process, respectively, are presented.
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V. Efficient Approximation of Iterated Stochastic Integrals

In order to ensure a mean square error C - h3 of the algorithm IX that is

IZn—IK 2 . <C'h37
yanax  WMagn = Tagnlizm < € b

we have to choose K = [(272Ch,)~!] according to inequality (V.22). We write

1
cost[IX|MSE = Ch3) = (2 . [WChJ + 2>m (V.49)

for the computational costs that are needed to ensure the mean square error C - h3. Similarly,
we have by Theorem V.8, Theorem V.11, and [136, Inequality (4.9)] that

- 1
t[IX+|MSE = Ch3] = <2 : Vi + 3> + m(L, V.50
cost[; 7| nl T m 5 (V.50)
- [ V/m 42 ] m(m —1)
t[T5+|MSE = Ch3] = <2 AL + 2> n , V.51
and
/ 5m2(m — 1) m(m — 1)
cost[IU)'|MSE = Ch3] = (2- [ w + 1) + == V.52
[y | nl NGTEN o m 5 (V.52)
respectively.

Here, we see for simple Fourier method I that cost[IX|MSE = Ch3] = O(h;') as h, — 0
1

n
whereas the other algorithms are of order O(hy, ) as h,, — 0. Moreover, we have for the lower
bounds of the cut off parameter K € N of algorithms IX+, IK+ and I that

Vm < Vm+ V2 < Vom2(m — 1)
V127y/Ch,, V127 Ch, V247\/Ch,
for all m € N\ {1}, C' > 0, and h,, > 0.

These properties are illustrated in Figure V.14 1) and Figure V.141ii), where m = 2 and m = 100,
respectively. The stair steps in the presented figures result from the ceil function. Figure V.14 1)
and Figure V.14ii) clarify that our algorithm I+ (red-dashed line) asymptotically has the
lowest computational costs and is therefore preferable to the others. In particular for larger
dimensions m of the Wiener process, we see in Figure V.14 ii) that Wiktorsson’s algorithm I,(LK)/
(green-dotted line) only has lower computational costs compared to simple approximation I,{(

(blue-solid line) for very small step sizes h,.

Considering the growth of the computational cost given a mean square error as m — co, we
see from the conditional costs above that cost[I/X[MSE = Ch3] = O(m) as m — oco. Further,
)/

our algorithms IX*+ and IX* are of order O(m?) whereas the algorithm 115" derived by

Wiktorsson is of order (’)(mg) as m — oo. See Figure V.14iii) and Figure V.14iv). Here, we
especially see the advantage of our algorithms IX* (red-dashed line) and IX+ (yellow-dash-

dotted line) derived in the previous sections in comparison to algorithm i / (green-dotted line)
of Wiktorsson. Only in case of a fixed moderate mean square error the simple algorithm I
(blue-solid line) may be preferable for very high dimension m whereas Wiktorsson’s algorithm
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K ’
cost [1"*) | MSE = Ch3] cost [I$K) |MSE = Ch3]
cost [ " [MSE = Chj}] cost [I5F|MSE = Ch3]
2.2 T
14 +
2 +
12 +
1.8 +
1 6 T 10 +
1.4 +
8 4
> L i B e B B e L e e B

10_6 10_5 10_4 10_3 10_2 10_1 10—6 10—5 10—4 10—5 10—2 10—1
hn h
n

i) The dimension of Wiener process W is m = 2. The

v/bm(m—1)

ii) The dimension of Wiener process W is m = 10. The

red line represents the factor —s of asymptotic  1ed line represents the factor Vom(m=1) e asymptotic
savings in computational effort, which equals /5. savings in computational effort, which equals 15.

Figure V.15. Consider the approximations Ig; ,, and I((f(j))/n of the iterated stochastic integral I(; ;) , for
1,7 € {1,...,m} and an arbitrary fixed n € {0,1,..., N —1}. Given a mean square/ error of C-h3 where C' = ﬁ,
), in [136] to Algorithm V.10

versus the step size h, is shown. The abscissa is logarithmically scaled in both Figure i) and Figure ii).

the ratio of the conditional computational costs of Wiktorsson’s algorithm I (<

is more and more inefficient, see Figure V.14iv). Moreover, Figure V.141iv) illustrates that for
higher dimensions m of the Wiener process, the computational costs of our algorithms If*
and _f£<+ are of similar size. Hence, for higher dimensions m, it might be reasonable to use
algorithm fé( T because we do not need to generate random variable sz ~ N(0yx1, Im), and
thus, we have not to calculate the term

K
hp [og™

% 0'5{" (Pm - Img)(GZn ® Im)GO,n

in Algorithm V.10 step ). Moreover, in case of an equidistant discretization, we can choose
K, =K foralln € {0,1,..., N — 1}, and thus, the matrix

in Algorithm V.10 step v) only needs to be computed once. In contrast to this, the random

matrix /2. in Wiktorsson’s algorithm ITSK)I, cf. [136, Equation (4.5) and (4.7)], needs to be
(Zomputed in every time step, even in case of an equidistant discretization. Thus, algorithm
IE+ is easier to implement and requires fewer arithmetic operations.

As already mentioned in the previous section, our method Iff T improves, compared to Wiktors-

I(K) £ \/bm(m—1)
" V2

son’s algorithm ,, the error bound by a factor o . This asymptotically reduces
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V. Efficient Approximation of Iterated Stochastic Integrals

% as hy — 0. This is illustrated in Figure V.15.

Figure V.15i) and Figure V.15ii) show that we need v/5-times and 15-times fewer standard-
normally distributed random variables in case of m = 2 and m = 10, respectively. These
savings in computational costs result in a much more efficient simulation of iterated stochastic
integrals and reduces the computing time significantly.

the computational cost by the factor

Even if we consider the error criteria

“ m?(m — 1)h2

K+ |2
> MHigyn— Lipaltzem) < —5 a5 (V.53)

1,7=1
1<j

and

m

S s ST 2, o< 5m?(m — 1)hy
£ J)m (1,5),n L2 (S4R) = U2 K2 ’

z%]<7jl
cf. Theorem V.8 and [136, Theorem 4.1], our algorithm IX* improves the error bound by a
constant factor of 5 for all m € N with m > 2. Thus, the computational cost of Wiktorsson’s
algorithm is asymptotically v/5 times larger as h, — 0. Hence, for smaller step sizes h,
our method I+ approximately halves the number of standard-normally distributed random
variables that need to be generated compared to Wiktorsson’s algorithm LSK)/.
If we however consider the stronger error estimates presented in Theorem V.8 and Theo-
rem V.11, the savings in computational costs of our method I+ are even greater for m € N
with m > 2, cf. Figure V.15ii). These stronger estimates in Theorem V.8 and Theorem V.11
are in particular valuable if not all iterated stochastic integrals I(; ;) ,, 4,7 € {1,...,m} where
1 # j, have to be simulated.

Consider for example the following SODE where d = 1 and m = 3. Let a(x) = 0, b'(z) = 2z,
b (z) = x, and b*(x) = 1 for all x € R, that is

1 if t=0 and
X = t t t
1+/ 2X5dW51+/ XSdeJr/ 1dW2 if t € [to, T).
0 0 0
Since
dbl(ﬂf) 2 de(I) 1

cf. commutativity condition (V.1), and since

db3(x)
dz

=0

for all z € R, we only need to simulate the iterated stochastic integrals /(1 3) , and I(33) . The
cut off parameter K € N, determined by the estimates in Theorem V.8 and Theorem V.11, is
much smaller than the one resulting from estimate (V.53) for algorithm I+ or a similar one for
method ]:7{( T. This additionally emphasizes the value of our results in the previous section.
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V.4. Milstein Scheme with Approximated Iterated Stochastic Integrals

V.4. Milstein Scheme with Approximated Iterated Stochastic
Integrals

We now consider the Milstein scheme from Chapter IV, see equation (IV.33). If the underlying
SDDE does not have additive noise nor satisfies commutative condition (V.1), the iterated
stochastic integrals in Milstein scheme (IV.33) have to be substituted by approximations. We
provide conditions so that the Milstein scheme still converges strongly with order a = 1.

Let T g’;)n . € LP(Q;R) be an approximation of iterated stochastic integral I, (i.j),n,m Such that
i T oo m) < Crphn (V.54)
ZG{O,l,...,D}

and

Kn
le{0,1,...,D}
for all n € {0,1,. — 1}, where Ky, €N, C7 > 0 is a constant, and €7 ;: Ry xN — Ry is
a function. We stlll assume that discretization {to, ti,...,tm} C [to, T of form (V.6) whenever

D > 0 as stated in the introduction of this chapter. The Milstein scheme with approximated
iterated stochastic integrals is defined by

=& forte [to— 7,to] and

J=1

D m d
303 S 0 (Tt Vi) (T (1 — 1) V 0, Yooyt DL ) o

=0 j1,j2=1i=1
forn=0,1,...,N — 1.
(V.56)

The properties on the convergence of this approximation of SDDE (II.1) are stated in the
following lemma.

Lemma V.16
Let the Borel-measurable coefficients of SDDE (I1.1) fulfill Assumption IV.81i), iii), and iv),
where b (t,t —T1,...,t —Tp,~...,") € Cl(RdX(DH);Rd) for allt € [ty,T] and j € {1,...,m}.

Further, let initial condition & belong to S*PHVP([tg — 7, t] x Q; R?) for some p € [2, 00, where
B € [0,00[ is determined by Assumption IV.81ii).

Fori,je{l,....m}, 1 €{0,1,...,D}, and n € {0,1,...,N — 1}, let approzimation I( .
Julfill assumptions (V.54) and (V.55), be F, ., /B (R)-measurable, be independent of o-algebra
Ftn—)vio and satisfy E[TK

(4,9),m,7;

}Jtn] = 0 P-almost surely.

Consider the families of Milstein approximations (Yh)he]o,T—to] and (?h)he]O,T—to] regarding
SDDE (I1.1) from equations (IV.33) and (V.56), where both schemes Y™ and Y" have mazimum

155



V. Efficient Approximation of Iterated Stochastic Integrals

step size h. Let there exists a constant Cyiistein > 0, independent of h and N, such that

sup 1Xe — Y|
te[to—7,to]U{t1,....tN'}

S CMilsteinh (V57)
LP(;R)

for all h € 10,T — o], where X is the solution of SDDE (II.1).
Then, it holds

N-1 1
—h — — 2
sup X, =Y, < Ch1h+ 02< > (&g p s Kn))Q)
telto—T,to]U{t1,..,tN} LP(R) =0

for all h € )0, T — to], where C1,Cs > 0 are constants that are independent of h and N.

If 25;01 (Ejp(hn,Kn))2 € O(h?) as h — 0, the family of Milstein schemes (?h)he]oj,to} is
strongly convergent with order o = 1 to solution X of SDDE (11.1) as h — 0. That is, there
exists a constant Chilstein > 0, independent of h and N, such that

h
sup [Xe = Yi ]
te[to—7,to]U{t1,....tN }

for all h € 10,T — to).

< éMilstoinh
Lr(S;R)

Proof. We refer to Section V.5, see p. 182, for the proof of this lemma and details on the
constants. O

We remark that assumption (V.57) in Lemma V.16 holds true when the conditions supposed
in Theorem IV.9 on the convergence of Milstein approximation (IV.33) are fulfilled.

If the assumptions of the previous lemma are fulfilled for all p € [2,00[, we also obtain
by Lemma IV.3 the pathwise convergence of Milstein scheme Y with approximated iterated
stochastic integrals.

Corollary V.17

Let the assumptions of Lemma V.16 be fulfilled for all p € [2,00. Consider the family
of Milstein approzimations (?hN)NeN regarding SDDE (11.1) from equation (V.56), where
(hy)nen CJ0,T — to]. Let g € [1,00[ for all € > 0 be independent of N and such that
Y N_1 hNF < 0o. Moreover, let

N-1
2
Z (gf,p(hVHKn)) € O(h?\f)a
n=0
where hy = max,c(o,1,...N~1} In 1S the mazimum step size of discretization {to,t1,...,tn}.

Then, the family of Milstein approzimations (YhN)NeN converges pathwise with order « = 1—¢
to solution X of SDDE (I1.1) for arbitrary ¢ > 0 as N — oo. That is, for all € > 0, there
exists a positive random variable Z., which belongs to LP(;R) for all p € [1,00[, such that

sup I1X; = V|| < Zehy®
tefto—7,to]U{t1,...tn}

P-almost surely for all N € N.
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Using Lemma V.16 and Corollary V.17, we obtain the strong and pathwise convergence of Mil-
stein scheme (V.56) where the iterated stochastic integrals are approximated by Algorithm V.4
and Algorithm V.10, respectively.

Considering Milstein scheme (V.56) where IEn = [Kn , see Algorithm V.4, the
. (J32,51),m,7T (32,31),m,T1
following holds.

Theorem V.18

Let the Borel-measurable coefficients of SDDE (I1.1) fulfill Assumption IV.81i), iii), and iv),
where b (t,t — T1,...,t —Tp,~...,") € Cl(RdX(DH);Rd) for allt € [ty,T] and j € {1,...,m}.
Further, let initial condition & belong to S*PHVP([tg — 7, 1] x Q;R?) for some p € [2, 00, where
B € [0,00[ is determined by Assumption IV.81ii).

Consider the family of Milstein approximations (Yh)he]O,T—to} regarding SDDE (I11.1) from equa-
tions (IV.33). Let there exist a constant Cyristein > 0, independent of h and N, such that

sup 1% — Y|
tE[to—’T,to}U{tl,...,tN}

< CMilsteinh
Lr(;R)

for all h € 10,T — to], where X is the solution of SDDE (IL.1).

Consider the family of Milstein approximations (?h)he]O,T_to] defined in equation (V.56) with

approzimated iterated stochastic integrals I 5%1),”” =1 (Ij;jo,nm from Algorithm V.4, where

v" has the mazximum step size h. Let there exist a constant C > 0, independent of h, hy,n,
and N, such that parameter K, > Ch™! for alln € {0,1,...,N — 1}.

Then, the family of Milstein approximations (Vh)he]o,T—to} is strongly convergent with order
a =1 to solution X of SDDE (I1.1) as h — 0. That is, there exists a constant Chrilstein > 0,
independent of h and N, such that

—h
sup [ Xe =Yy |l
tG[to—T,to}U{tl,...,tN}

< éMilsteinh
LP(R)

for all h € ]0,T — to].

Furthermore, consider the subfamily of Milstein approximations (VhN)NeN, where (hy)nen C
10,T — to]. Let g- € [1,00[ for all e > 0 be independent of N and such that Y n_; h3F < oo.

If the assumptions above are fulfilled for all p € [2, 00[, the subfamily of Milstein approximations

(?hN)NeN converges pathwise with order oo =1 — ¢ to solution X of SDDE (11.1) for arbitrary
€ >0 as N — oo. That is, for all € > 0, there exists a positive random variable Z., which
belongs to LP(Q;R) for all p € [1,00], such that

sup 1X0 = Y7V < Zehy®
te(to—T,to]U{t1,....t N}

P-almost surely for all N € N.

Proof. The proof is stated in Section V.5, see p. 194. O
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In [60], only the convergence in L?*(Q;R) of the Milstein scheme with approximated iterated
stochastic integrals is considered. Our Theorem V.18 extends the results in [60] not only to
the convergence in LP(2;R) for arbitrary p € [2,00[ but also to the pathwise convergence.
Moreover, we improve the results from [60, Appendix B] even in case of p = 2. The authors
in [60] assume that K, = O(h~2) as h — 0 whereas we can only suppose K, = O(h~'). This
reduces the computational cost significantly, cf. Algorithm V.4 and Section V.3.

If the diffusion coefficients of SDDE (I1.1) do not depend on the past history of the solution, that
is, they are of the form ¢ ~ b/ (t,t—T1,...,t—Tp, X;) forall t € [tg,T] and j € {1,...,m}, only
the nondelayed-iterated stochastic integrals I; ;) , for 4,7 € {1,...,m} appear in the Milstein
scheme and have to be modeled. Then, the computational cost can be further reduced by using
Algorithm V.10. In this case, the Milstein scheme (V.56) reads as

Y =& fort€ [ty —T,to) and

m
?th = ?tn + G(T(tm?tn)))hn + Z bj(tna tp —T1ye ooy tn — TD7?tn))AW7{
j=1
m d
. _ (V.58)
+ > Y 0 (s ty = T1s by — T, Ye,)
J1,j2=11i=1
X 02 (b, ty — T1,y .oy by — TD,ﬁn))Ig;;)’n
forn=0,1,...,N — 1.

*

Here, we can even suppose that K, = (’)(if%) as h — 0, only, in order to achieve a strong
convergence of order O(h) for the Milstein scheme. Consult the following theorem for more
details.

Theorem V.19

Let the Borel-measurable coefficients of SDDE (I1.1) fulfill Assumption IV.81ii), iii), and iv),
where the diffusion coefficients are of the form t v b (t,t — t1,...,t — Tp, X;) and b (t,t —
Ty,...,t —Tp,-) € CYRERY) for all t € [to,T) and j € {1,...,m}. Further, let initial
condition € belong to S*PTVP([tg — 7.t9] x U RY) for some p € [2,00[, where § € [0,00] is
determined by Assumption IV.81ii).

Consider the family of Milstein approzimations (Yh)he]O,T—tO] regarding SDDE (11.1) from equa-
tions (IV.33). Let there exist a constant Cypistein > 0, independent of h and N, such that

sup 1% = Y|
tE[to—T,to]U{tl,...,tN}

< Chilsteinh
LP(O;R)

for all h € 10,T — to]|, where X is the solution of SDDE (IL.1).

Consider the family of Milstein approzimations (Y )nejo,r—1,) defined in equation (V.58) with

approzimated iterated stochastic integrals I 52”;) ,, from Algorithm V.10, where Y" has the maz-
imum step size h. Let there exist a constant C > 0, independent of h, hyp,n, and N, such that

parameter K, > Ch™3 for alln € {0,1,...,N —1}.

Then, the family of Milstein approximations (?h)he]O,T—to] is strongly convergent with order
a =1 to solution X of SDDE (I1.1) as h — 0. That is, there exists a constant C'Milstein > 0,
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independent of h and N, such that

h
sup 1 X =Yy |
tefto—7,to]U{t1,...tn}

S éMilsteinh
LP(4R)

for all h € ]0,T — to].

Furthermore, consider the subfamily of Milstein approximations (VhN)NeN, where (hy)nen C
10,T — to]. Let g € [1,00[ for all e > 0 be independent of N and such that Y n_; h3F < oo.

If the assumptions above are fulfilled for all p € [2, 00[, the subfamily of Milstein approximations

(?hN)NeN converges pathwise with order oo =1 — ¢ to solution X of SDDE (11.1) for arbitrary
€ >0 as N — oo. That is, for all € > 0, there exists a positive random variable Z., which
belongs to LP(Q;R) for all p € [1,00], such that

sup 1X, = VIV < Zohy
tefto—7,to]U{t1,....tn }

P-almost surely for all N € N.
Proof. The proof is stated in Section V.5, see p. 195. O

From the proof of Theorem V.19, it is evident that the statement of Theorem V.19 also holds
true for the iterated stochastic integral approximations [ 52";) o J15J2 € {1,...,m}, from The-

orem V.11 and Theorem V.12.

In the following, we compare the computational costs of the Euler-Maruyama scheme as well as
the Milstein schemes in Theorem V.18 and Theorem V.19. The computational cost of a scheme,
as in Section V.3, is measured by the number of standard-normally distributed random variables
that need to be generated.

In order to achieve an error of order O(h) as h — 0, Euler-Maruyama scheme (IV.13) with
a maximum step size h? has to be applied. This results in a computational cost of O(h~2).
Using the Milstein scheme in Theorem V.18 with maximum step size h, where the iterated
stochastic integrals are approximated by Algorithm V.4, the computational effort is likewise
O(h~2) due to the computational cost of the integral approximations, see equation (V.45). If
the diffusion coefficients do not depend on the past history of the solution, the Milstein scheme
in Theorem V.19, where we used Algorithm V.10, can be applied. Its computational cost is
of order O(hfg) only. Thus, if the assumptions of Theorem V.19 are fulfilled, the Milstein
scheme in Theorem V.19, where the iterated stochastic integrals approximations are obtained
by Algorithm V.10, is the method of choice. See also [136, p. 472] for the discussion on the
computational effort in case of SODEs.

In [136, p. 472], Wiktorsson argues that there is no gain using a Milstein scheme like in Theo-
rem V.18 instead of the Kuler-Maruyama scheme because they have the same order of compu-
tational complexity O(h~2), and because the Euler-Maruyama scheme is easier to implement.
Wiktorsson further argues that the Euler-Maruyama scheme needs less computational effort in
practice if the evaluation of the SDDESs’ coefficients is not too time-consuming compared to the
generation of normally distributed random variables.
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However, the Milstein scheme needs only O(h~!) steps in time whereas the Euler-Maruyama,
scheme needs O(h~2) steps, which can only be computed sequentially. Thus, on parallel com-
puters, the Milstein scheme can reduce the computing time as the normally distributed random
variables in each step in time can be generated in parallel. Thus, the Milstein scheme in The-
orem V.18 is preferable to the Euler-Maruyama scheme in certain situations.

V.5. Proofs

Proof of Theorem V.2

The proof needs the following result on absolute moments of normally distributed random
variables. This result is of course not new, however, we did not find any paper or book to
cite.

Lemma V.20
Let p € [1,00][, and let G be a N(0, 02)-distributed random variable, where o € R with o > 0. It
holds

IGllrry = ——————
T 2p
Proof. Using the symmetry of the normal distribution and the substitution y = 5, we have
2 (202)% /OO p=1 _
E[|G]P] = z[Pe” 202 da:— xpe 207 dx— y 2z e Ydy.
EllGP] V2mo? ’ | V2mro? Jo v Jo
Since [©y" 7 e Y dy = p+1 , the assertion follows by taking the pth root. O
0o Y Y Y g
Proof of Theorem V.2. It is evident that HI(]"J')’n_Igj)7n"Lp(Q;R) =0forje€{l,...,m}. In the

following, we therefore assume that i # j in case of [ = 0. By rewriting, cf. equations (V.13)
and (V.14) as well as equations (V.20) and (V.21), we obtain at first that
K
HI T _I'Lj 7’n,TlHLP(QIR)

tn+1 £S—T . .
H/ / dedeg—< AW! AW+ O”TZAWJ—MAWZ
t tn

n,T; n,T;
—T 2

+m Z k(a}c,n,‘rlb]k,n - b}ﬁnﬂl a?ﬂﬂ))
Lr(4R)

n+1 a/’[L’)
sz AW’L 1T
H /tn /t\n —T < hn " Tl 2

. cos (s = 1)) 4 b sin k(s — 1)) ) i)

k=1

2

2

LP(R)

Next, we apply Burkholder’s inequality, see Theorem I1.4. Here, we can use our usual filtration
(Ft)teltn tny,] 0 case of [ € {1,...,D}. In case of [ = 0, the stochastic integral inside the
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V.5. Proofs

LP(Q;R)-norm on the right-hand side of the above equation is .7, , /%(R)-measurable but as
process not adapted with respect to (%), 1,.,,) anymore. However, it is still martingale with

respect to a filtration (ﬁ; g )t€(tn,tni1) defined by
F = a({Wi = W)+ 5 € [tn,t]} U{W! = Wi : 5 € [t tni1]} UN),
where N = {4 € % : P[A] = 0}. Thus, Burkholder’s inequality is applicable, and we obtain

K 2
gy ma = L gynm | 2oom)
7

tnt1 s—T . a
<o-vf| [ [ e (S A+
tn tn—T n
) , (V.59)
i . m
+ Z Ueny cos(hk(s — tn)> + bk sm(hk(s — tn)>> ds||
k=1 n L2 (:R)
tn+1 o0 . 2 . 2 2
=(p—1)* / Z a}c’nmcos(hﬂk(s—tn)> + b27n7Tlsin<};rk(s—tn)) ds|| .
tn =K1 n n L2 (QR)

The equality in the last formula holds according to expansion (V.8). Using Parseval’s formula,
that is

2 ] & 2 : 2 2
— Uty cos<7rk(s - tn)> + b sin(ﬂk(s — tn)> ds
hn i, ekl b, Y hy,
Z |akn’rl|2 + |bkn’cl|2
k=K+1

P-almost surely, cf. [141, p. 37 in Volume I], and using the triangle inequality, it follows

e . .
Z ‘a;@n,n’Q + ‘b,ltc,n,’tl 2

K 2
HI n’[l - I(i,j),n,TlHLp(Q§R) S (p - »

k—K—i—l L2 (R)
o by,
<(p—1)° 5 Z |a knTZHLp(Q]R +kunrlHLp ar)- (V.60)
k=K+1

Since, for k € N, Fourier coeflicients a}'m and b}mT are N(O,%)—distributed random
variables, Lemma V.20 implies

(D(EE2)) 7y,
HaknTZHLP(QR ||bknTl||LP(Q;R) = T-
T p k2

Inserting this into inequality (V.60) and estimating the series, we have

2
D)2 1
1, ml—féfﬁ,n,nllip(g;mS(p—l)z% > = (V.61)
m™ P k=K+1
2
D)) pp2 oo q
<p- 1T [T Ly,
TP K
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V. Efficient Approximation of Iterated Stochastic Integrals

Since the right-hand side of the above inequality is independent of 4, j, and [, we obtain

2
i,je%fl.?im}nj(i’j)’nm - (Z,j T ”LP OGR) = ( 1) 7r2p;—1 e )
1€{0,1,...,D}
and the assertion of Theorem V.2 follows by taking the square root. O

Proof of Corollary V.3. In case of p = 2, inequality (V.59) becomes an identity by It6’s isome-
try. The triangle inequality in formula (V.60) needs not to be applied since the norm simplifies
to the expected value. There, we use the monotone convergence theorem and obtain

hn
M6 amm = Koy 220z = 5 S e e+ ke - Ly =
k=K+1 k=K+1
Then, the corollary follows from
o0 [e'e) K
1 1 1
> Y 2T w
k=K+1 k=1 k=1 k=1
and taking the square root. O
Proof of Lemma V.5
Proof of Lemma V.5. At first, let
5= (ot 1)
BT\ Tk H (P — Lp2) (b @ L))

and for k € N, consider the random variable

_ ak,n
Bkakm N <7Tk3Hm(Pm - ImQ)(bk,n ® a’k,n)) ’ (V62)

cf. formula (V.33). As Fourier coefficient ay, , is N(Omxl, 27?T”kgIm)—dis‘cribu‘ced for all k € N, its
characteristic function ¢, - R™ — C is given by

T _ 1. T hn _ _hn T
Pa,, (v) = E[ew ak’"] — e 2V mdimt — oT gy
n

for v € R™, where i is the imaginary unit, see [67, Theorem 16.1]. Let C € RMHM)Xm 16 an
arbitrary matrix. Then, according to [67, Theorem 13.3], for all k¥ € N, we have

hn __hn
¢ca,, (u) = cpakyn(CTu) — otz (@ (OT) _ gyt 00T (V.63)

for all w € R™M and the random variable Calm is N(O(m+M)X1, QT’F‘#C’CT)—distributed by
[67, Theorem 16.1]. Here, CC7T ¢ RmAM)x(m+M) jg 5 positive semidefinite matrix because

2TCC s = (CTa)T(CTx) = |07 |2 > 0
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for all z € R™*M_ Now, we calculate, given Fourier coefficient b, ,,, the conditional character-
istic function of random variable Bya, ,, from formula (V.62). For the definition of conditional
characteristic functions, we refer to [92, p. 26]. Taking into account that Fourier coefficients
a;,, and b, . are independent and using [16, Corollary 4.38] or [43, Satz 5.3.22|, it holds by
equation (V.63) that

E [ei“TBkak,n

b | =E[os (BTu)|b, | = e wtimu BBl V.64
k,n k.n k k,n

P-almost surely for all w € R™*M_ That is, given Fourier coefficient b, ,,» the conditional
distribution of random variable Bya, ,, is normal with conditional expectation

E[Bkak,n|bk,n] = 0(m+M)x1
P-almost surely and conditional covariance

h
E[Biay,(Brayy) ' [bi,n] = ﬁBkBg

P-almost surely. In the following, we consider the random variable

o0
o0 Z akvn
_ k=K+1
> By, = )

0o
k=K+1 T Z ka(Pm - Im2)(bk,n ® ak,n)
k=K+1

see formula (V.33). Recall that the series converges in LP(Q;R™M) for every p € [2, 00], cf.
Theorem V.2. Since a, , and b, ., k € N, are independent, the series also converge P-almost
surely by [66, Theorem 3.1]. Néxt, we use the independence of Fourier coefficients a; ,, and
b, for all k € N in order to show that, given {b, , : k¥ € N with k& > K}, the conditional
distribution of ek 41 Bka,w is normal. More preéisely, we show that

Blo" Tres Bt (k€ N with k> K| = o 3 (S sz BB (v.65)

P-almost surely for all w € R™*M_ By the definition of the conditional expectation, we have
for all B € o({b,,, : k € N with k > K}) that

E [1BE [ei”T 2=+ Brag

{bgn: k € N with k > K}H = E[]lBeiuT zi“;KHBwk,n] (V.66)

Consider the N-stable generator

£ = { ﬁ At Ap € J(bkz,n)}

k=K+1

of o-algebra o({b, , : k € N with & > K}). By linearity of the expectation and the dominated
convergence theorém, it is enough to consider B € £ in equation (V.66) only, since for all
Beo({b,, : ke Nwith k > K}), there exist B; € £, | € N, with B; N By, = (0 for | # k and
B = Ufillé’l such that 1p = Zfil 1p, holds P-almost surely, cf. the monotone class theorem
[67, Theorem 6.2].
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V. Efficient Approximation of Iterated Stochastic Integrals

Consider an arbitrary set B € & with B = M2, B where B € a(bk’n). Since 1 =
[17Z k11 15, it holds

o
E [lgei“T 2=k Bk“k,n} = E[ H ]lBkei“TBkak,n} .
k=K+1

Using, for all k € N, the independence of Fourier coefficients a; ,, and by ., and that set By is
o(by, ,,)-measurable, we obtain

oo e.9]
a5 - 1 sl - 1 sl
k=K+1 k=K+1

Then, equation (V.64) implies

oo
i T o] hn T T
I | E[JlBkeM?k?“ BkBk“].
k=K+1

Using again the independence of Fourier coefficients b, ,,, k € N, it follows

o0 o0
T oo __hn T T
E[]lgelu L=k Bkakvn} :E{ | | 1g, | | e an2i2" BkBk“]
k=K+1  k=K+1

g {ngew( S o Bw

)

and formula (V.65) holds true by equation (V.66). Here, the series

—~ h
n T
Z 212k2 BBy
k=K+1

converges absolutely in the Lg(Q;LHS(Rm+M :R™M))_norm for every p € [1,00[ and also
P-almost surely due to the independence of the summands, see [66, Theorem 3.1]. The Hilbert-
Schmidt norm |-, gm-+a gm+ary coincides with the Frobenius norm ||-[[p for matrices of size
(m+ M) x (m+M).
According to the conditional characteristic function of 3 772 ;- | Byay, ,, in formula (V.65), given
{b,, - k € Nwith k > K}, the conditional distribution of series % ;. | Biay,,, is normal with
conditional expectation

E |: i Bkak’n

k=K+1

{bgn : k € N with k > K}] = O(m M)x1

P-almost surely and conditional covariance

o

00 [e'e) T
. h
EK > Bkak’n>< > Bkakm) {bjn : k € N with k& > K}] = > TZ”ICQB,CBE
k=K+1 k=K+1 k=K+1
P-almost surely. Then, defining
) ] = ———B. B,
<22{(n E?fn k;-l 9722 k
the assertion of this lemma follows. O
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Proof of Lemma V.6

Proof of Lemma V.6. At first, it holds by equation (V.37) that
E[S;] = B[Zs5, — 255,(20) (22, (V.67)

Using equations (V.34), (V.35), and (V.36), we have according to the distribution of the Fourier
coefficients that

k=K+1
_ (I i i % Hpyy (P — I2) (I @ Iy (P — 1,2 H: (V.68)
2m k=K+1 k

and

con)( 5, Beon)ire- o]
(5 ) <EL5: Y e

k=K+1 =K+1 k= K+1

() () (5, Bttt

k:K-l—l

(V.69)
Here, we can interchange taking the limit and the expectation because the series converge
componentwise in LP(Q;R) for every p € [1,00][, cf. [43, Satz 5.4.11]. Since (I, ® L) = I,2
and (P, — In2)(Py — Ly2) = —2(Py, — 1,,,2), it follows

Hy (P, — 12 ) (I @ 1) (P — L2 )HY = —2H,, (P, — I,2)HY
= —2H,P,H' +2H,H
= 2IM7

where H,, P, HY = Oprwar and Ho HL = Iy, see [136, p. 479]. Inserting this into equa-
tions (V.68) and (V.69), we obtain

ot =2 (i) (5,0 - (5, 8) (5, 8)

by equation (V.67). Hence, matrix E[Sff ] is diagonal, and the assertion of this lemma simply
follows by taking the square root. O
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V. Efficient Approximation of Iterated Stochastic Integrals

Proof of Theorem V.7

We denote by ||-||r the Frobenius norm in the following. The proof is based on the subsequent
lemma on square root matrices. This lemma is similar to [136, Lemma 4.1]. However, our
lemma allows to estimate single rows of a matrix.

Lemma V.21

Let A € RM*M pe symmetric positive semidefinite matriz and B € R™*M be symmetric
positive definite matriz. Assume that their matriz square roots VA and B commute, that is
VAVB — V/BVA = Orsxar- Further, denote the smallest eigenvalue of B by Amin. Then, it
holds

lef (VA= VB)|p < lef (A - B)|r

1
V Amin

foralli e {1,..., M}, where e; is the ith unit vector of RM.

Proof. As matrices vA and v/ B commute, they are both simultaneously diagonalizable [59,
Theorem 4.5.15]. Thus, the smallest eigenvalue V) of the matrix vA + VB fulfills v\ >
vV Amin > 0, and VA+ VB is symmetric positive definite.

Since VA + VB is regular and since VAVB — VBVA = 0,,xn, we have

VA B = (VA-VBYVA+VEVA+ VB~ = (A— B)(VA+VB) .
Due to this, it holds by submultiplicativity of the norms, cf. [73, p. 141], that

lef (VA= VB)|lp < llef (A= B)lls[|(VA+VB)™|

where ||-||2 denotes the spectral norm. Since

1 1
I°4+VD7 = 5= i

2’

S

the assertion is proved. O

In addition to the lemma above, we need sophisticated lower and upper bounds of the series
1
DR K41 T

Lemma V.22
Let p € {2,6}. It holds

% =z 1 3\p—1
k=K +1 (p—1D(K+19)
for all K € N.

Proof. At first, we prove for all k£ € N and p € {2,6} that

1 k+3 k+3 1
—/ de/ —dzx. (V.70)
kp k—1 kp k—% xP
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It holds

/’”ild 1 _1
— A= —F -
k-1 a2 . L

1
4

and

J AT (P A I
KRV L A B o
-1 zb k ~ 8k? ~ 16k3 = 1280k*

x(1+5+25—5— 9% . 23 28
ok ' 16k  8k3  128k* ' 256k5 | 2048KkS
45 675 405 243 B
T 2048K7  65536K° | 131072K0 1048576k10> kS
L+ § + o0 1
L+ % + 1322 + 5%"‘ {5&2@?%2 K

1 1581
1+ BT 1280k2 1
St M
1 1581
L+ ET 1280k2 = -
1 2000 6
L+ E T 128042 k
1

<75

Using inequality (V.70) in order to approximate the summands of series % ;- kip from below,
we obtain

0o 00 k+3 0o
1 11 1 1
oz X [ s e
k=K-+1 k=K+17k—1 K+3 (p—1)(K +3)
]
Lemma V.23
Let p €]1,00[. It holds
=1 1
Z kp < 1\p—1
k=K+1 (p——])(ff4—§)
for all K € N.
Proof. To begin with, we prove for all k¥ € N and p €]1, co| that
1 k+3 1 k+3 1
:/ deg/ P 2 da. (V.71)
kp [ kpr E—1 P
2 2
In order to show inequality (V.71), the convex function x — x%, x € [k— %, k+ %], is bounded
from below by its tangent in x = k, that is by x — f(z) == —Frz + 1‘%01. Thus, we have

k-i-% 1 k-&-% P k—i—% p+1 1
— > = — —
/k—l > dz > /k: f(z)dx T /k xdx + o o

_1
2
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V. Efficient Approximation of Iterated Stochastic Integrals

which proves inequality (V.71). Approximating series > ;2 r- k%, from above by integrals, see
inequality (V.71), yields

1 k+3 1 S | 1
kf Z / — 117 = / . ﬁ dl‘ = ~ l p—l .
K+3 (p 1)(K+ )

k=K+1 k=K+1

o

O

Proof of Theorem V.7. The proof follows similar considerations as in [136, Proof of Theo-
rem 4.3]. At first, we have

max e (/S5 = VESE) Gallz2 o)

ie{l,....M}
— T K K 2
- ie{T?XM}E[HeiT(\/@— VEISE])|12]. (V.72)

Using that /E[SK] is diagonal matrix by Lemma V.6, \/E[SK]| commutes with square root
matrix y/SK. Hence, it follows by Lemma V.21 that

max__E[||ef (v/SK - VEISK])|[7]

ie{1,...,.M}

SE((E0- (20 (20) o

T(gK _ K1\ 1|2
< max | Eflle (52— EISyT) )

Further, we have

M

E[|leF (SX —E[SK)|2]= Y E[|(SK)i; — (BISK)i,|°] ZVar Kyl (V.74)

J=1

where (SX); ; denotes the entry in the ith row and jth column, i,j € {1,..., M}, of Schur

complement SX. We now take a closer look at the Schur complement and its entries. For sake
of simplicity, define

N hn > b bT - 1 -1 = bk,n — b’lf,n AV
k=K+1 k=K+1 k=K+1 k=K+1

Then, equations (V.38) reads as
SE = Hp(Pm — Iy2)(C @ L) (P — L2 ) H,, (V.76)

m

P-almost surely. Using the definition of the permutation matrix P, in (V.29) and that I,,» =
Iy @Iy =50 eieiT ® ejejT, it holds

2,7=1
m
P, —1,2= Z (eiejT ®ejel) — (eie] ® eje;f)
i,j=1
m
=) (a®e)((ef @ef) — (] ®¢f)). (V.77)
i,j=1
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Here, {ei ®ej i, € {l,... ,m}} is the canonical basis of R™". Next, we apply selection
matrix H,,, defined in formula (V.27), from the left to equation (V.77). Using that

H,,(e; ; if + < j and
T

Onmrx1 if j > 1,
we obtain
H (P — 1,2) = Z Hy(e; ® ej)((e;-F ®el)—(ef ® ejT)). (V.78)
ij=1
i<j

Inserting equation (V.78) into formula (V.76), it holds for the Schur complement

SK= 3" Hles e (€ @el) - (¢ @ D)) (C @ L)

i,‘j:Al
1<)

X Z (e @ex) — (e @er))(er @ef VHY
k=1
k<l

P-almost surely. Since

(eiT ® e;-r)(C ® In)(ex @ €) = eiTCek ® e;-FImel =Ci- e;-fel,

it follows
m m
K= 30 Halaoo)
ij=1k,l=1
1<j k<l

T T T T T T T
X (Cj,l c € 6 — Cj,k c € € — Cz‘,l . 6j e + Ci,k . 6j 6[)(6k & € )Hm

P-almost surely. Taking into account that {Hy,(e; ® ¢;) : 4,5 € {1,...,m} with i < j} is the
canonical basis of RM | we can write

M
max Z Var [(Sff)”}

ie{l,...,.M}

j=1
m (V.79)
= max g Var [C’ﬂ . eiTek —Cjg- eiTel —-Ciy- ejTek +C i - eJTel],
i,j€{l,...m} =
1<] >

k<l

where

T T T T
Cii-eiex—Cip-eie—Cip- €; e+ Cik - ej e

Cj;j+0Ci; iftk=diandl=j,

Cj if k=14 andl # j,
_ JCik if | =7 and k # 1,
ey it k= j,

—Cjk if [ =1,

0 else
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under the constraint of ¢ < j and k < [. Since Fourier coefficients b;c,n and bi , With i,j €
{1,...,m} and i # j are independent and identically distributed, we further have

T T T T
Var [C’j,l eier—Cip-e;ep—Cip-ejep+Cig e el]

(2Var[Cyy] ifk=iand =]

Var[C’l,g] ifk=17andl 75 j,
_ ) Var[Cip] ifl=jandk #i,
| Var[Cr]  if k=,

Var[Cy o] ifl =14,

0 else.

In order to calculate expression (V.79), we have to count how often the variance takes the value
Var[C 2]. Counting the number of tuples (k,!) with k < [ in each case given a tuple (4, j) with
1 < j, we obtain

#{(k,l):k,le{l,...,m} Withk<l}

1 itk=iand !l =y,

m—i—1 if k=4 and [ # j,
_)i-2 if | =4 and k # 1, (V.80)
C)m—j if k=7,

i—1 if | =1,

F(m—2)(m—3) else.

The number from the last case results from the fact that we have %m(m — 1) tuples (k,) with
k < 1 in total. The variance Var[C| 2] occurs

m—i—-1)+G-2)+(m—4j)+ (@ —-1)=2(m—-2)
1
-2

times, and thus, it holds $m(m — 1) — 1 — 2(m — 2)
These considerations finally lead to

(m — 2)(m — 3) in equation (V.80).

M
omax > Var[(SK)i ;] = 2Var[Cya] + 2(m — 2)Var[Cy 5. (V.81)
1€ X
b b ‘7:1

Next, we calculate both variances occurring on the right-hand side above equation (V.81).
Before we start, let us note that we can interchange taking the limit and the expectation as
well as the order of summation because the occurring series converge absolutely with respect
to the LP(Q;R)-norm for every p € [1,00[. For the first variance on the right-hand side of
equation (V.81), we have

Var[C1,1]=}fV3r[ i (bi,n)2_< i k12>1< i bllfknf]

k=K+1 k=K+1 k=K+1

(] 3 o] (35 1) (55 Y]

k=K+1 k=K+1 k=K+1

(5 ) e £ (£ 5))

k=K+1 k=K+1 k=K+1
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where
Var Z (b)) Z Var|(b; ,,)°] = 2 Z IrAd — ond Z =
k=K+1 k=K+1 k=K+1 k=K+1
and
00 bllcn 2 00 hn 2 h% 00 1 2
VK 2 k:)]_2< 2 %%4) ‘w( 2 k4>
k=K+1 k=K+1 k=K+1

Further, considering the covariance and using that

EDINUBELAEDS <bi,n>2(b§’;)2}

klr=K+1 kl=K+1
o) (bl )2
5| ¥ 4 ot
k=K+1 kl=K+1
k#£l
o0 o0
h2 h
=3 Z 4.6 Z Al k2]4
k=K+1 kl=K+
k#l

k=K+1 kl=K+
N N =1 =1
= Gt m*w( 2 k:2>< 2 l<:4)
k=K+1 k=K+1 k=K+1
it holds
00 [ee] bl 2
Cov[ Z (b;1€7n)2,< Z ?)}
k=K+1 k=K+1
r [ee] [ee] o0 2 ]
h
_ 1 \2 n
#( 3 -3 (34 ) > o))
- NE=K+1 k=K+1 k=K+1

- o0 oo b 2 o] h
o 1 2 k,n n
=[( 2 o) (3 )] > o)
- Y k=K+1 k=K+1 =K+ k=K+1
- [e%s) bl b1 0 1 0 1
o 1 2Yl,n Yrn
= ZMMZJ%AZQXZH)

“klr=K+1 k=K+1
oo
hZ 1

:ﬁZE

k=K+1

In summary, we thus have

Var[Cl,l]

E(SE (TR (ST £

k=K+1 k=K+1
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It analogously holds for the second variance on the right-hand side of equation (V.81) that

2 =N b B
Var[Ch 2] = Var[ Z bknb n—( Z k2> < Z k:)< Z k:)}
k= K+1 k=K+1 k=K+1 k=K+1
<Var[ Z b b} n}
k=K+1
=N T B\ S B
A ) vl )2 )]
k=K+1 k= K+1 k=K+1
- 1 AV S
o ¥ ) ] (3 5)( 2 5))
k=K+1 k=K+1 k=K+1 k=K+1
B2 S R2 1IN & R, \?
Y (X E) (2 )
k=K+1 k=K+1 k=K+1
[e%e) 1 —1 00 . ) [e'e) bllq 00 bi
2 3 ) Bl(3 et (3 50 3 F)])
k=K+1 k=K+1 k=K+1 k=K+1
Since
o) [e%e) bl [e%e) b2 o) b bz
1 2 k,n k.n o 1 2 n Yrn
o[ ( 30 pheta) (20 ) (32 )] =l 3 ot
k=K+1 k=K+1 k=K+1 klr=K+1
1
DI UNEURY
k=K+1
- 474k6’
k=K+1
we obtain
Var[C 2]

R A N AN NS I |
e\ 2 w2 o) 2 m) 22w 2w
k=K+1 k=K+1 k=K+1 k=K+1 k=K+1

(V.83)

Comparing the equations (V.82) and (V.83), we have Var[C} 1] = 2Var[C} 2]. Thus, inserting
the results from equations (V.82) and (V.83) into equation (V.81) yields

ie{1,.. 7M}
—2mVar[Clg]
A\ = 1 e AN A= e |
- <27r><z 4+<Z 2>(Zk4>_2<z 2) Zk(s
k=K+1 k=K+1 k=K+1 k=K+1 k=K+1
(V.84)
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Now, we take a closer look at the series in the formula above. Using Lemma V.22 and
Lemma V.23, it follows for K € N that

<1\ & 1) (K+3)?
() (28) <y
k=K1 k=K1 9(K + 3)
and
e 1>1 i 1 K+1
YD) I DI S K8
<kK+1 k2 k=K+1 k6 5(K + %)5

Considering the difference on the right-hand side in equation (V.84), we have with both previous
inequalities that

1\ Y X 1) e = |
() (Zw) (2w X
k=K+1 k=K+1 k=K+1 k=K+1
5K+ )T _18(K + )7

45(K + 1) (K + 3)°

(V.85)

We continue showing that the right-hand side of inequality (V.85) above is less than zero. For
this, we consider the numerator only. The Taylor expansion implies

7 .
3\T 1\ 7—i N
5( +4 8 + E _2'2'41 +2 3 +2

for all K € N. Since (K + %)_Z is monotonically decreasing in K for i € {1,...,7} and

7

1\ —¢ 921133
-) —13=— <
; 7= '1'41( +3) 13- g <O
we obtain
5(K + ) —18(K+ 1N —i

_52 —1'1'41( +§) —13=0

for all K € N. Thus, we infer from inequality (V.85) that

(28 (2w (28) 2 e

k=K+1 k=K+1 k=K+1 k=K+1

(K+3)

and we estimate equation (V.84) to

M 4 o0
_max ZVar[(Sff)i,j} §2m(§2> Z %. (V.86)
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V. Efficient Approximation of Iterated Stochastic Integrals

Combining equation (V.72), inequality (V.73), equation (V.74), and above inequality (V.86),

we obtain
P O EE) I

<><<z><z><z>)z

Using Lemma V.22 and Lemma V.23, it holds

(Sa)-(S8)(sh) o4

1 K+2 \7' 1
S\xga3~ N3 03
+37 3(K+13) 3(K+3)

B 3K + 9 1
S e 3K
1

< — .

S 352 (V.87)
for K € N, and finally, we obtain

max [ eF(VSE — EBEDG oo < ()

ie{1,...M} n )M Inli2(QR) = \ 27 | 3K2’

which completes the proof. O

Proof of Theorem V.9

Proof of Theorem V.9. Since I = IE* for j € {1,...,m}, we have

B = L(5.5)m

. _ 7K+ .
jermax 1Ggn = 1) nller@m =0,

and it holds

max ||[
i,5€{1,....m}

iy — Lo ymlliromy = max |lef (v/SE = VEISED Gyl o imy (V.88)

ie{l,....M}

cf. equation (V.42). Similar considerations as in the proof of Lemma V.5 show that, given
{by.,, + k € Nwith k > K}, the conditional distribution of

M
I(/EE — EEF) G, = 3 (VEF - VEBE), Gl

Jj=1

is normal with conditional expectation zero P-almost surely and conditional variance

> (VAF ~ VB, ) - |67 (VS - VEED:
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P-almost surely. Since N(0asx1, Iar)-distributed random variable G, n is independent of Fourier
coefficients by, k € N, we obtain by using [16, Corollary 4.38] or [43 Satz 5.3.22], and by using
Lemma V.20 that

max_|lef (v/SE = VEISE) G1ull 1o

ie{l,...M}
= s, (BB (/FF — VEISENG, ook € 1))
ptly)7 ]
B M ‘e{rlnaXM} (E[HelT(m - \/EW) Hg])g (V.89)
TP €l

cf. equation (V.72). Then, similarly to inequality (V.73), it follows by Lemma V.21 that

mnax He;F( \% Sf -V E[Sﬁ(])GLnHiP(Q;R)

i€{1,..,M}
= @(;ﬁ)_2<<k§1 ]{712) R <k:il;+1 klz>_1<k§;+1 kl4)> | .

2
< o Bl (5 SR

Considering the last factor on the right-hand side of above inequality (V.90) and applying the
triangle inequality, it holds

max_(E[||ef (S ~ E[SK))[2])

e{l,...,.M}
M 2
— SED,
ZE{TanM} )i — (E[Sp]) J) LR
2
< 16{?}&}7{]\4} Z (s )MHLP(Q;R)' (V.91)

Since E[SX] is a diagonal matrix by Lemma V.6, we further have
2
ze{Tan} Z H n )i HLP(Q;R)

M
~  max (\»(55»,@»—<E[S§]>muim)+Zu<s§>m}lim))-
j=1

ie{1,...,.M}
J#i

In the following, we use the same notations as in the proof of Theorem V.7. Similar consider-
ations that lead to inequality (V.81), imply together with equation (V.92) that

(V.92)

2
ze{Ta}fM}Z H )MHLP(Q;R)
= ijefﬁaxm}\\ci,i — E[Cii] + Cjj — ElCi il 1o (amy + 2(m = 2)|Cijl 1o )
dell
< 4)|C1,1 = E[C1all[Tim) + 2(m = 2)[Cral s m) (V.93)
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V. Efficient Approximation of Iterated Stochastic Integrals

because

ICsi — E[Cia] + Cjj — E[C il To(am)
2
< (ICs,i = ElCiilll o) + 1ICi 5 — EICs 5]l Lr(m))
= (2|IC11 — E[CLA]ll o om))

Now, we proceed with the estimation of the LP(€;R)-norms in inequality (V.93). Considering
the first LP(€2; R)-norm on the right-hand side of inequality (V.93), we obtain by equation (V.75)
and by the proof of Lemma V.6 that

C11 — E[C11]
(S (S (SRS )

k=K+1 k=K+1 k=K+1 k=K+1

Further, using the triangle inequality and Lemma V.20, we have

IC11 = ElC1all 20 oumy

h2 > 9 h
< -n b}gn __m
4 ( k:;&—l( 7 ) 2m2k? LP(4R)
2
> 1 -1 > bl%:n 2 > hn
(X ) (|2 %, > o)
k:K—i—lk k=K+1 k LP(R) gk 41 2m%k
h2 > 9 h
= bllfn - -
4 ( k:ZKH( ") g Lr(@®)

(V.94)

(58 () £ )’

k=K-+1 71' k=K+1

Consider the LP(€2;R)-norm on the right-hand side of inequality (V.94) above. Since the series
is convergent in LP(2;R) and a discrete martingale due to the independence of b}%n, ke N,
Theorem II.5 implies

00 N

h . 2 h
Dim P = lim b ) — —2
k:;—i-l( h) 27k || poiory  N—voo k;—l( k) 2m2k2 || Lo ()
Yo e\
RGN (DOl (OIS Wy
- ) el h,, ‘ 2 2
s VP 1<k§_1“(bk") 2m2k2 LP(Q;R)) '
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Then, the application of the triangle inequality and Lemma V.20 leads to

1
(L \2 — S 12 Chn N2\ 2
k:;rl (brn) 272K || 1oy <Vp 1<k§-1 (ku,nHLZP(Q;]R) + 2712k2) >
1 1
B 00 Q(F(Qp;—l))p B B, 2\ 5
S <k§&-1 ( % 2n2k? 27T2k2) )
1 1
_ ( (2p+1))” ho, 0 1\2
ﬁ<wzp“ e\ 2 )
k=K +1

Inserting this into inequality (V.94), we obtain
IC11 = E[CLa]lI70(

G () (R0 (20 S
(V.95)

A

We use similar considerations in order to estimate the second LP(€2; R)-norm on the right-hand
side of inequality (V.93). Using the triangle inequality, it first holds

HCl,Z H%P(Q;R)

S S A AR VAR S
> k(3 m) (3 )3 %)
k k=K+1

k= K+1 k=K+1 =K+1 LP(Q;R)
h2
_4n< S b,
k=K+1 LP(R)
e A AR AR S ¥ ?
(X)) (A ) )
k:KJrlk k=K+1 k k=K+1 k LP(S4R)

Then, the independence of b}m and bim for k € N, Theorem I1.5, and Lemma V.20 imply

HCL? H%p(Q;R)
1

h2 > 2
<B (V1 X halBeam B albos
k= K+1

S = by, = b 2
H(x 8 | 3 % )
=K+ k=K+1 Le(QR) I j— 1 Lr(R)
4 1
h o AT(E)P K2 N2
:4<Vp1< 2 3 47r4k:4)
k=K+1 7r
2
=01\t & b, )2
+< Z 2> ; Z 27r2k4>
k=K+1 P k=K+1
h,, 44(F %))% > 1\2 1Nt &2 1)\2
G (2 w) () 2 w) - v
TP k=K+1 k=K+1 k=K+1
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V. Efficient Approximation of Iterated Stochastic Integrals

Inserting inequalities (V.95) and (V.96) into inequality (V.93), we finally obtain

M
2
e D 8)is = EISE Dl oz

= (;Ln]):(‘*(w(zp;l)) + 1) C 4 am— 2)W>
(e (L8 (58 L)

and together with the inequalities (V.91) and (V.90), we in total have

ie{rlr}?“)v(M} e;F( Sg_\/m)le” 2LP(Q;R)
< (?)%F(p;r:))i <4(2(F(2p§+1)); i 1)2 _|_2(m—2)4(w)§1))§>
ozp ;j% _ o - TP ( | )
(38 (8) (30)

(S (S S8

k=K+1 k=K+1 k=K+1

Next, we estimate the series on the right-hand side of above inequality (V.97) using Lemma V.22
and Lemma V.23. It holds for K € N that

(20 (28 (28)

k=K+1 k=K+1
%) 1 [e’e) —1 [e'e} 2
12 1 1
(2 w) (2 ) X )
k=K+1 k=K+1 k=K+1
<< 1 K+% )1( p—1 K+ )2
CAKEL 3K+ N (K +y)
_< L K+ )( p—1 +W—1(1<+£’z>+<ff+i>2>
K+3 3(K+3)° 3(K+3)°  3v3(K+1): 9K+
Since
3
K;‘lggl
(5 +3)?

and thus also

(K +5)°

5 <1
(K +3)
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for all K € N, we obtain by inequality (V.87) that

(e-(2e) ()
(v E ) (D) 28

k=K+1 k=K+1 k=K+1

1 K+2 N1 1 2/p—1 1
S( 3 43) 3<p_1+p+>
K+1 3(K+1) 3(K +1) V3 3

s &)

(B —T+ 1)
B 9IK? ‘
Inserting this into inequality (V.97), it holds together with equation (V.88) that

max | 5)n I(” HLPQR)

i,j€{1,....m}
2 1
2 (D(EE)e 7 /2(T(2EL))» 2 4(T (e VP—1+
S<hn)(<21>) <4((<3>) +1>+2(m_2)(<3>))(f oy
21 5 35 z 9K?
P T 2p mP
which completes the proof. ]
Proof of Theorem V.11
The proof follows the same ideas that are used in the proof of Theorem V.7.
Proof of Theorem V.11. At first, we have
T /YK
ze{Hlj,la}j{M}He 2271 Eln lnGOnHL2(QR
ie{l,....M
:ie{Ilna,X |:H€T22TL Eln \/ 17LH ]
U i 1y max _E|ef 25, ||7] (V.98)
272 k2 ie{1,..,M} i “2nllF]» .
k=K+1
where
1
hn = 1\72
K \—1 _ n
k=K+1

is used. We now take a closer look at covariance matrix Eé,(n. Using equations (V.35)
and (V.78), it holds

K n T n T
Xom = E H,,(e; ®ej < g Tel g & 6 )
i,j=1 k=K+1 k=K+1

1<J
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V. Efficient Approximation of Iterated Stochastic Integrals

Taking into account that {Hm(e,; ®ej)i,7€{l,...,m} with i < j} is the canonical basis of
RM and that E[X5.] = 00xm, we obtain

m
ie{r{}?}fM}E[Hei nllE] ie{Ton} ZEU(E?I?”)Mz]

= max ZVar 22,1”

Ze{l7 7M}
00 % 00 bi
= max Var ’ni mel)]
ﬁ%,mzi (2 e 2 e
00 j e’} 7
_ k hn, bk,n
= Va3 2 ]*V{% -
i< k=K+ =K+1
hy = bis
=2 i _n
Var[%r 3 k}
k=K+1
\%2 & h,
—9( _n .
(32) X s (V.90
k=K+1

Inserting this into equation (V.98), it holds

\?/ = 1\ ' & 1
maX HCTZQn Eln \/ZlnGOTLHLQ(QR (27T> < Z /€2> Z ﬁa

ie{1,..

k=K+1 k=K+1
where
00 —1 00 3 3
1 1 K+32 1 K+3 1
k=K+1 k=K+1 3(K + 3) 2 TIK T 1K?
by Lemma V.22 and Lemma V.23. Thus, we have
FoX (ZE )T VEE.GoL n)"_2 V.101
ZG{Ta)f He 2n 1n In On’LQ Q;R) % 3? ( : )

Now, we consider the error of approximation I (K * . According to equations (V.41) and (V.44),

,j),m
it holds
Vec[(fer)T] = vec [(If+) ] EQTL Z11 M \/ El nGO n’

and hence, we obtain

max |50 = 1G5 o lr20m)

i,j€{1,....m}
T ie{loan lei (Hmvec[(1n)"] = Hmvec[(L ) )| 2 m)
- ie{TaXM} Hez‘T (Hmvec[(jn)T] - Hmvee[(ler)T] + 55 n (Zf) n \/ 215G n) HL2 Q:R)
<ty 0] =0 Do
1€
" (V.102)
+ ie{rlﬂ.aux He 22 n (2 n v YE.Go n) HL2 QR)’
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Then, Theorem V.8 and inequality (V.101) imply

max |50 — I5 5 lr2@r) < vimh, + by _ (Y V2)
ijellmy T () Vi2rK  erK  J12rK

Proof of Theorem V.12

The proof follows the same ideas that are used in the proofs of Theorem V.11 and Theo-
rem V.9.

Proof of Theorem V.12. Similarly to equations (V.89) and (V.98), it holds

max H6T22n21n \/mGOnHLPQR

ie{l,...,.M}
2
:ZE{Iln,a},{M} <E|:EH TZQnZIn V lnGOn‘ ‘bkn?kENH>p
2
o(r(25))} ;
e NG R E A L
2
2(I(254))» ( he <= 1 >‘1 Tk 72
=~ 27 (= — Ellle; X5 |I])P. V.103
ﬂ% 27‘(2 k:;rl kQ ze{?a},(M} ( [Hez 2,n||F]) ( )

Considering the last factor on the right-hand side of equation (V.103) above, it follows, analo-
gously to equations (V.99) and (V.91), that

2

max (E[ue?Eéan%})P

ie{l,....M}
m
= max
i€{1,...,M} L% (QR)
< ma
< e ),(M}ZH R)
]; e bz 2
;N l n l
= —€, — (&
”6{1’ ’m} (k rA L k;KH k J> LP(R)
9 0o b] o] bz 2
< <]2Ln> ~ max ( % + b )
m z,Jeglé-j;-,m} [y LP(S4R) k=K+1 LP(S3R)
—4(h”>2 bllm
2T k=K1 k LP(Q;R)

Then, Lemma V.20 implies

2 pt+1 2 00
max (E[|ye.T2§ang])5<4<’%)2Wg))p 3 2hn

ie{1,...,.M} ¢ W
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V. Efficient Approximation of Iterated Stochastic Integrals

Inserting this into equation (V.103), we obtain

max e 250, (51,) 7 v EfﬂGOWHiP(Q;R)

ie{l,...,.M}
11\ 5 -1
< 4(%)2W ) oy L
2w TP k2 k’4
k=K+1 k=K+1
Further, using inequality (V.100), it holds
4
SR hon2 (T(EE))7 16
ze{?a),( H6T22n El n lnGOnHLp Q;R) <§) 71_2% 3K27 (V'104)
and similarly to inequality (V.102), we have
Jr
ohax  Mgn — I3 e om)
= z‘e{rlr}.a..},cM} e? (Hmvec[(In)T] B Hmvec[(Ier)T])‘ Lr(R)
+z‘e{r1r,l.a..),(M} 6?<2§"(2{’<”)_1 v Ef”GO’"> LP(QR)
Then, Theorem V.9 and inequality (V.104) imply
. _ 7K+
oo WM = I allira
1 1 4 1
T2 e 7 /72(T (22 p 2 INCE2 AN +1
U ST TEUE S BPVRINLIC 21 MUY SRliF
e m2p P 3rK
2
L 0EH)? o,
77% \/>77K
1 1 !
L n 2p+1 > 2 (27 \ 3
1 ( ) +1> +2(m—2)((22))> (V3vp—1+1)
T 2p TP
m) 5
2 19
% 37rK

Proof of Lemma V.16

The proof is divided into three parts. At first, we show that the absolute moments of the Mil-
stein with approximated iterated stochastic integrals, defined in formula (V.56), are bounded.
After that, we show the strong convergence of Milstein scheme (V.56) to Milstein approxima-
tion Y defined in formula (IV.33). From this, we conclude the assertion of Lemma V.16. The
proofs below involve the discrete version of Gronwall’s Lemma I1.7.

Lemma V.24 (Discrete Gronwall, cf. [22])

Let N € N, and for alln € {0,1,...,N}, let &, < c+ > p_oYkTr, where ¢,xpn,y, > 0. Then,
it holds x, < ceXk=0Y% for alln € {0,1,...,N}.
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V.5. Proofs

Proof. Cf. [22], and use that 1 + y,, < e¥", which implies II}_ (1 + y,) < e k=0 Yn, O

Lemma V.25

Let the Borel-measurable coefficients of SDDE (11.1) fulfill Assumption IV.81ii) and Assump-
tion IV.8iv), where b (t,t —ty,...,t —Tp,-,...,-) € CYR>PHI.RY) for all t € [ty,T] and
j € {1,...,m}. Further, let initial condition & belong to SP([ty — T,to] x Q4 R?) for some
p € [2,00].

Fori,je{l,...,m}, 1 €{0,1,...,D}, and n € {0,1,...,N — 1}, let approzimation j{z‘ﬂ})nn

fulfill assumption (V.54), be Fy, ., /#B(R)-measurable, and be independent of F, _x,)vi,-
Then, it holds for Milstein scheme Y with approximated iterated stochastic integrals, defined
in (V.56), that

2

sup hal
tE[tU—T,to]U{tl,..‘,tN} LP(Q;R)

< (L4 20€ 0% (0 —r o] x2R))
2

1 1
2 (Ka\/Tfto+ 2 Kymv2(T(2E)) 7 n*%JrLb\/&Kbcfp(DH)m?\/Tfto) (T—to)
X e ’ )

1+

Vp—1

Proof. Since ¢ € SP([ty — 7, to] x ;R?), it holds

sup  ||Y4]| = [[€ll sp ([to—r,t0] x 2Ry < O
te€lto—T,to] Lr(4R)
We assume that
sup Il < 00
te[tofT,to [U{to,tl,...,tu} LP(Q;R)

has been proven for all v € {0,1,...,n — 1}, where n € {1,...,N}. For all n € {1,..., N},
inequality (I1.6) and the triangle inequality imply

2
1+ sup hal
teto—7,to[U{to,t1,,tn } LP(Q;R)
v—1
< 426 e +2(| s [T T,
ve{l,...,n} =0 LP(4R)
v—1 m
+| sup [ DD V(T (4, Ye,) AW (V.105)
ve{l,...,n} =0 j=1 LP(;R)
v—1 D m d ' o
+‘ sup (1Y D Y Zax;—bﬂ(T(tu,Ytu))
ve{l,...,n} 1=0 1=0 j1,ja=1 i=1
2
i,j _ 3% 7K
X V(T (6= 7)Y o, Vo i T LP(Q;R)).
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V. Efficient Approximation of Iterated Stochastic Integrals

In the following, we estimate the three LP(;R)-norms on the right-hand side of previous
inequality (V.105) separately. Using the triangle inequality and Assumption IV.8 iv), we have

v—1
swp | S a(T (b Vi)
ve(lmt | £ Lr(:R)

< sup ZHa (ts Ye,)) |l
Ve{lz 777,}

LP(QR)

= Zna (tus Ye,)) |y

LP(QR)

M\»—‘

N

n—1 o 2 %
<K, Y (1 + sup el > hy
=0 tefto—T,to[U{to,t1,...,tu} LP(R)
n—1 - 2 %
< Kovtn — t0<z <1 + sup Y]] >hu> : (V.106)
=0 teto—T,to[U{to,t1,...,tu} LP(Q;R)

where the Cauchy-Schwarz inequality is used in the last step. Next, we consider the second
LP(Q; R)-norm on the right-hand side of inequality (V.105). Here, the time-discrete process

n—1 m
(ZZH (t Yt,,) AVW)

p=0 j=1 nef{l,...,N}

is a discrete martingales in LP(Q;R?%) with respect to the filtration (Ztn)nequ,.. Ny Using the
discrete Burkholder-type inequality from Theorem IL.5, the triangle inequality as well as the
independence of b7 (T (t,,Y:,)) and AW}, we obtain

v—1 m

sup Zij(T(tu,?tu))AWg
ve{l,...,n} 1=0 j—l LP(QR)
p ? 2
< T(ty,Ys,) AWJ
T Vp—1 ( (oY) LP(Q;Rd))
2\ 1
p 2
< =1 <Z (ZHbJ (t Ye, ))AW | 1 Q]Rd)) >

1

- ﬁ(z (ZW (tas Vo) o e | AW 1 QR>)2)2. (V.107)

Considering the two norms in term (V.107), Lemma V.20 and the linear growth condition from
Assumption IV.8 7v) imply

va(r(h)

1AW o) =
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and
, _ 2 3
19 (T (e Yo, )l o ety sm(u sup il ) . (V.108)
te[to—,t0[U{to,b1,..,tu} LP(S%R)
Substituting this into inequality (V.107) leads to
v—1 m
sup Z D V(T (t,Ye,) AW
VG{].,.. N ,U,*O _]_1 LP(QR)
1 1
p VL) ( ( )
< 167 (T (s Yo ) 1o comety | P
\/m 71_2; ,;) Z # 7 LP(Q;R?) Y
1 1
\f p+1 » n—1 o 2 3
- ( ( )" geom (Z (1 4 sup 7| )h#> . (V.109)
\/D 2P =0 telto—7,to[U{to,t1, it} LP(4R)

We continue with the third LP(€2;R)-norm on the right-hand side of inequality (V.105). Simi-
larly to inequality (V.106), it holds by Assumption IV.84i) and inequality (IV.67) that

v—1 D m
w [$£5$5 So T
ve{l,..,n} #=01=0 j1,j2=1i=1

X b 2(T((ty — ) V tO’?(trTz)VtO))ff(M

j27j1)7”7'tl

LP(QR)
n—1 D m d
|2 2 204 (T Y3)
=0 j1,j2=1 i=
i,J _ v 7K
X b2 (T ((t Tl)\/t07Y(tu—n)vto))I(j;jl)%n o)
n—1 D m d o
<UD2D0 D0 D N0t (T Vi)
pn=0 1=0 j1,j2=1 i=1
iJ _ v 7K
X |b 2(,T((tu Tl)\/tO,Y(tH—Tl)\/to)”‘I(j;jl),um‘ LP(R)
n—1 D m ) o x
< LVd| SN0 S Tt =) Vo YN TEE ]|
=0 1=0 j1,j2=1 L (4R)
n—1 D m ' o x
SLydd ) > 1157 (T (8 = ) V to, Yig,—epvta ML 5 i1 e o -
p=0 1=0 j1,j2=1
(V.110)
Using further that 7= (32,]1)# is independent of y(tufn)vto and that, similarly to inequal-
ity (V.108),
1572 (T ((t = ) V 0, Yoy vt oggnes
P 3 (V.111)
< Kp <1 + sup Y]] > ,
te[to—T,tQ[U{tQ,tl,...,t‘u} LP(Q;R)
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we obtain by assumption (V.54) from inequality (V.110) that

v—1 D m

2 2 > 0, (T 0 Vi)

pu=01=0 j1,j2=1 i=1

sup
ve{l,...,n

i — —K
X b2 (T ((t, — ) V to, Y(tM—Tl)Vt()))I(j;jl),p,;[l

LP(4R)
n—1 D m

S Lb\/gz Z Z ”b]2 (T((tM - Tl) \ t07?(tuf‘(l)\/to)) HLP(Q;Rd) ng:»jl)yl—"ffl HLP(Q;R)

=0 1=0 j1,j2=1
n—1 ; D m

< LK, Y (14 ) D3 D TR P
p= LP(R)/ =0 j1,j2=1

2 2
)
LP(R)

2 :
)
LP(QR)

(V.112)

where again the Cauchy-Schwarz inequality was used in the last step. Inserting inequali-
ties (V.106), (V.109), and (V.112) into inequality (V.105) yields

sup H?tH
teto—7,to[U{to,t1,,tu }

sup Y2l
te[to—7,to[U{to,t1,.,tp }

n—1
< LyWdK,Cp (D +1)m* ) <1+

pn=0

sup V2]
tE[to—T,to[U{to,tl,...,t/,‘}

n—1
< Lb\/gKbCip(D + 1)m2Vitn— to ( > (1 +

pu=0

2
1+ sup hal
tefto—7to[U{to, 1, tn} LP(QR)
1
pV2(D(E))»
S 1 + 2H§||§P([t077— to]XQ'Rd) + 2 <Kam + (—2L)Kbm
k) ) \/7 2

2n—1
+ Lb\/&Kbijp(D + 1)m2V/t, — t0> Z <1 +

pu=0

sup el
teto—T,to[U{to,t1,....tu}

2
)h,,
LP(QR)

Then, by discrete Gronwall’s Lemma V.24, we have

2
1+

sup Y2l
te[to—7,to[U{to,t1,-stn}

LP(QR)
< (14 2018030 (tg—r,to1 x i)

2
1
2(Ka\/tn7t0+L\/§ F(m) s TK{,M«I»L[,\[K[,C (D+1)m2 tn7t0> (tnfto)
X e Vp—1 ( 2 ) ]

=

Moreover, taking the maximum over n € {1,...,N} on both sides of the inequality above
implies that
2
1+ sup bl
telto—7,to[U{to b1, tN} LP(QR)

< (14 201E 050 (1o —r 10 x )

1 4 2
2 (Ka\/T—to—i-\/% \/i(r(%)) P2 Kym+LyVdEyCr | (D+1)m? T—to) (T—to)

X e 9

which proves the assertion. O

186



V.5. Proofs

Lemma V.26

Let the assumptions from Lemma V.16 be fulfilled for some p € [2,00[. Consider Milstein
approximation Y and Milstein scheme Y with approzimated iterated stochastic integrals defined
in formulas (IV.33) and (V.56), where both have mazimum step size h. It holds

sup 1Y; = Y4
te[to—7,to]U{t1,....tN }

Lr(S4R)

1
- V2p(D + 1)ym? [ pL2,(D + 1)m2(4(8 + 1)p — 1) (T (AEEDeELyy oGy
B p—1 V3/p = TriG+s

28+1
2

X

VT —toh

L(BJrl)p(Q;R)

o) (X ) )

Lr(OR yar

sup (L 1Yl + 1Y)
te(to—T,to[U{to,t1,.. -t}

+ Lb\/&Kb(1 +

sup Y|
tefto—,to]U{t1,....tn }

1
var )P L 2
" e(La\/T—to-i-prlw % Lym+3) (T—to)

Proof. We introduce the auxiliary scheme YY defined by

Y;? =¢& fortefty— T, to] and

Yy =Y 4 (Tt Vi) + >0 (T (1, Y2, ) AW

n+1
=1

D m d
3 S 0 (T, o ) (T (=100 V 0, Vit L on

=0 j1,j2=1 =1
forn=0,1,...,N —1

(V.113)
and estimate
sup 1Y — Y3l
te[tofT,to}U{tl,...,tN} LP(Q;R)
< swp Y- Y| - sup Y)Y
te[to—7,t0]U{t1,...,tN } LP(S;R) tefto—7,to]U{t,....tn} Lr(5R)
(V.114)

Considering the first term on the right-hand side of inequality (V.114) above, the triangle
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inequality implies for schemes (IV.33) and (V.113) that

sup I¥: = Y|
tefto—7,to]U{t1,..tn} LP(4R)
= sw v, Y]
ne{l,...,.N} LP(4R)
n—1
S Z T (6, Y2,)) — a(T (s, Y2,))ho
ne{l,. v=0 LP(2R)
n—1 m ‘ o ‘
wp (|22 T ¥a)) =V (T, Vi) AW
n€{L,.. v=0j=1 LP(QR)
n—1 D m d N
' sw 22 2 > (Bugb™ (Tt Yo, W5 (T (0 = ) V o, Y —xvay)
nefl, ..,

v=0 [=0 j1,j2=1 i=1

- azﬁbjl (T (tw, ?ty))bi’j2 (T((ty — ) V to, ?(tu*’fl)\/to)))[(j%jl) v,

LP(Q;R)'
(V.115)

In the following, we estimate the three terms on the right-hand side of inequality (V.115)

above separately. Similarly to inequality (V.106), it holds, using the Lipschitz condition from
Assumption IV.84i) and the Cauchy-Schwarz inequality, that

n—1
sup (1> (a(T (4, ¥2,)) = a(T (t, Y2,)))ho
ne{l,..N} Il ;2o LP(Q;R)
N-1 o
< Z la(T (v, ¥2,)) — a(T (tv, Ytu))HLP(Q;Rd)hV
v=0
N-1
S La sup ||Y;t - ?tH hu
=0 te[to—T,to[U{to,t1,..-,t } LP(;R)
N—-1 2 5
< Lo/T — to( > sup 1Y; — Y4 hl,> : (V.116)
=0 te[to—T,to[U{to,t1,.-,tu } LP(4R)

Analogously to estimates (V.107), (V.109), and (V.116), we have

sup
nef{l,...,N}

zz Tt Yi,)) — V(T (1. Y1,)) AW
N—1

n - | 2\ 3
(Z (Zubﬂ (0 ¥3) = V(T 0 T D sniat AW s ) )

Lr(4R)

p+1 % m . B 9 %
_ pp_lx/i(FW(;p ) <Z<Z||bﬂ (ty,Y2,) bJ(T(tl,,YtV))HLP(Q;Rd)\/E>)

P - N-1
YEIUES) me<z

1
2 v=0

2 1

)h,,>2. (V.117)

sup b

p— 1w tefto—m,to[U{to,t1,...t0 }

Lr(;R
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We proceed with the third term on the right-hand side of inequality (V.115) and introduce the
notation

sup
ne{l,..N}

n—1 D m d
Z 3 Z Z (028 (T (0 Vi DB (T (1 = 50) V 10, Y, it

=07

= Oy (T, Vi, DO (T (1 =) V o, Vit —ite)) ) Ty o

LP(5R) ‘

Since approximation I’ o is %, /% (R)-measurable and satisfies

731) v,

7K, a7 —
E[I(jz,jl)ﬂfffz |'/tl’] =0

P-almost surely for all ji,jo € {1,...,m}, 1 € {0,1,...,D}, and v € {0,1,..., N — 1}, the

time-discrete process inside the Euclidean norm is a martingale in LP(Q;R?). The discrete

Burkholder-type inequality from Theorem I1.5, the triangle inequality, and Assumption IV.8 iii)

imply that

D m

d
S (Ougt (Tt Vi V(T (1 = 1) V 10, Yiey )

=0 j1,j2=1 i=1
2 =
LP(Q;Rd)>

Hz(a V(T (b, Yo, DV (T (b = ) V 0, Yty —xpvie)

=1
2\ 3
LWQ;R)) >

— B
( sup (L4 Y2 + [F212) )

teto—T,to[U{to,t1,- -t}

2\ 3
LP(Q;IR)> ) .

The following estimates are similar to those appearing in the considerations of term Rqi in
the proof of Theorem IV.9. Inequality (IV.161), where X and Y are replaced by Y and Y,
respectively, implies

m<

A=z

D=

- aﬁbjl (T (tw, ?tu))bi’h (T((ty — ) V to, ?(tu*Tz)Vto))> I(j27j1)7V7Tl

<A (X(x

=0 j1,52=1

- 8xfbjl (T(tw?tu))bi’h (T((ty — ) V to, Y(tu_Tl Vto ) H |Iﬂz,11 VTz|

2o (S (x 3

=0 j1,j2=1

< sup H}/t YtH>|Ij2,J1 Z/Tl‘
te[to—7,to[U{to,t1,..,t0 }

pLab24< < < 2 52y A
< 222 sup (1 +Yal* + [[Y)?) 7
p VZO ; ]1]22 1 te[t0_77t0 [U{to,t11-~-,tu}
1 2\ 1
J— 2 2
( sup HYZ - YtH) ‘[(jz,h):lfﬂl‘ ) ) )
tE[tofT,to[U{to,tl,...,ty} LP(Q;R)
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1,1
Using inequality (IV.163) with v = (p Lab(}i J;i)ﬁhmrzn ) * and the triangle inequality, we obtain
1
PLab24< ( ( S ot
I < 7 sup (L 1Yel® + [1Y2)7) 2
\/7 Z ;%]1%: 1 te[to—T,to[U{to,t1,.-,t0 }
2\ L
2 1 =) J— 2
< Mg joywml” + 57 sup IY: = Vi
tG[to—T,to[U{to,tl ,...,t,,} LP(Q;R)
D
PLab24 1 o g 2L
P53y 3 (e )
- 1=0 j1,j2=1 tE[tofT,to[U{to,tl,...,tV}
2 (D =+ 1)m2 — 2 %
X (a0 v t 3 sup 1Y — Y4 .
( ) 92
LP(Q4R) v t€fto—7,to[U{to,t1,...tw } LP(Q4R)

Considering the term ( ijv 01 xQ) : on the right-hand side of the inequality above as the Eu-

clidean norm and replacing v by its definition, the triangle inequality leads to

P22, (D + 1)m 7 125
o< Pt ( ( ( sup (L Yal2+1Yel?) 2 )
(5 2
1 N-1 2 1
’I(jz J1) VT1‘2 >2)2 1 < Y, i
o Gz vl 4= sup [Y: — Y| hy |-
Vhy LP(4R) 2 VZZO telto—mto[U{to tr,...tw} Lr(ShR)

(V.118)

Hoélder’s inequality with 1 = 2( 511) + m provides

— o284\ I s 2
‘K sup (LHmW+wnW)2)WﬂWM'
tefto—T,to[U{tot1,-stu } Vhy LP(QR)

28+1

1
— . 2
L(BH)I»(Q;R)\/E” (]27]1)7V7Tl||L4(ﬂ+1)p(Q;R)

<

sup (14 1Yl + [1Y2)1%)
te[to—rto[U{to,t1,..tw }

for the first LP(€2; R)-norm in inequality (V.118) above. Further, Theorem II1.6 and Lemma V.20
yield

tut1 5—1)Vto ) ) 2
M/’]2 M/]l
H (J2,41) VT1HL4(6+1)17 R) H/ / d [ d s

(t,—T1)Vto

LAB+DP(Q;R)

(s—11)Vio ) 2
/ w2
(

t,—1;)Vio

IN

ds
LAB+LP(CR)

(MB+DP—DLWH

2(4 Dp — 1)(T(AB+Dp+1\\ 5515 o
< (48 + Dp )( ( 2 )) / s —t,ds
t

7T4(5i1)17
1
_ (B +)p - ()

1
4B+Dp
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Thus, by inserting these estimates into inequality (V.118) and using ZN Lh3 < (T — to)h?,

we have

1
PPL2,(D + 1)2mA(4(8 + 1)p — 1) (T (AEELEEL)) sty
V2(p— l)wm
N—-1
X <Z
v=0

sup (14 1V2ll® + [V2)?)
te[to—7,t0[U{to,t1,.--,tu }
1 N-1 2
i ( 3 hy)
v=0 LP(S4R)

_ 1
P2L3,(D + 1)m (4(8 + p — 1) (DU 27w
\/é(p — 1)7‘(’m

I <

N|=

v

28+1
h3>
LB+Dp(Q;R)

1

sup |Y: — Y|
te[to—T,to[U{to,t1,..,tv }

28+1

VT —toh

LB+Dp(Q;R)

2 3
h,,) .
LP(QR)

Combining inequalities (V.115), (V.116), (V.117), and (V.119) results in

x sup (L4 IVell? + 11Yell?)

te[to—7,t0[U{t0,t1,m,tn }

+;<N§

v=0

sup 1Y; = Y|
te[to—7,to[U{to,t1,.,tu }

sup 1Y, — v,Y|
tefto—7,to]U{t1,..tn} LP(4R)
1
L D 1
s(u (2)%m+>
Vp— Im2e 2
N—-1 o 2 %
Y (Z cop =Tl )
=0 tE[to—T,to[U{to,tl ..... tl,} LP(Q;R)

1
PPL3,(D + 1)m (4(8 + p — 1) (D(HHP2H) 2w
V2(p — 1) T

28+1

VT — toh.

L(B+DP(Q;R)

X

sup T+ V2l + Y2l%)
teto—7,to[U{to,t1,--,tN }

(V.119)

(V.120)

In the following, the second term of the right-hand side of the inequality (V.114) is considered.

By rewriting and inserting schemes (V.56) and (V.113), we obtain

sup 1Y -7
te€fto—7,to]U{t1,-tn} LP(4R)
=|| sup ||V -Vl
ne{l,...,N} LP(Q-R)
n—1 D m .
' sup DD D Za B (T (ty, Zu,)B2 (T (ty — 1) V 0, Zigy—yitg)
""" v=0 [=0 j1,j2=1 i=1
.
x (I(jQ’jl)’”’Tl N I(J’z,jl)a”m) LP(Q;R)‘
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V. Efficient Approximation of Iterated Stochastic Integrals

The time-discrete process inside the Euclidean norm is a discrete martingale in LP(Q;R?)
. . 7K.,

because iterated sto‘chastlc integral I(j, j,),r, and its approximation I .\ are Ftyr | B(R)-

measurable and satisfy

E[I(J'z,jl):lfm‘ytu] = E[ng,jl),y,rl}ytv] =0

P-almost surely for all ji,jo € {1,...,m}, 1 € {0,1,...,D}, and v € {0,1,...,N — 1}. The
discrete Burkholder-type inequality from Theorem II.5 implies

sup o
te[to—T,t0]U{t1,.. ,N} Lr($4R)
— D m d o o
< — < Z Z Z T (b, Y, )2 (T ((ty — 1) V o, Y, —x)veo)
=0 j1,j2=1 i=

. . —_— 7KD
X (I(]27J1):V7Tl I(jg,jl),u,Tl

2 :
) LP(Q;R”’)> '

Then, using the triangle inequality, Assumption IV.8 ii7), and inequality (IV.67), we obtain

sup 1Y =4
tefto—7,to]U{t1,....tn }

(S (3 3

=0 j1,j2=1

X‘I-- _JK ‘

(]27‘71)7V7Tl (]27]1)7V7Tl

LP(Q:R)

||b72 ((t, — 1) \/to,?(tl,—n)vto))n

2\ 1
(Q~R)> )

pL \f 2 _
W;;(z (Z S 6 (Tt — ) ¥ 1o, Py epie)) o et

=0 j1,j2=1

1
2

2
X Hl(jmjl),l’ffl - Igzu,h)WJZHL"(Q;R)) ) ’

I

G )ty from Z;, _1,)vi,- Further,

where the equality holds by independence of I}, ;) -, and
using inequality (V.111) and assumption (V.55), it follows

sup 1Y — Y|
te[to—7,to]U{t1,....tN }

2
- pr\/ZiKb(Dl—ir 1)m <1+
p [R—

LP(Q4R)

sup e
teto—T,to]U{t1,-tn}

2\ N
) <Z(€Lp(h,,,K,,)) ) .
LP(R)

v=0
(V.121)

Inserting inequalities (V.120) and (V.121) into inequality (V.114), we have by inequality (I1.6)
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that
2
sup 1Y — Y|
telto—,to)U{t1,....tn } LP(Q4R)
2
= sup IY; = Y4
tefto—T,to[U{tot1,....tN } LP(QR)
1
2T (L)) » 1\ 2
< 2<La T—to—f—Mme—l- )
Vp—1m2e 2
N-1 2
X ( Z sup IIY; — Y| hl,>
v—0 | t€fto—T,to[U{tot1,-stu} LP(S4R)
1
2p%(D + 1)?m* [ pL3,(D + 1)m*(4(8 + 1)p — 1) (F(%)) 2(F+1p
p—1 V2\/p = T i
28+1
X sup (1 1Yl + 1Y) VT —toh
t€[to—T,to[U{to,t1,-tu } LB+DP(Q;R)
2 1 /N-1 ) i 2
+ Lb\/gKb(l + sup Y| ) < > (&, Ky)) > :
teto—7,to|U{t1,...t N } LP(S5R) =0

Then, the discrete Gronwall Lemma V.24 implies

2
sup 1Y = i
te[tofT,to}U{tl,...,tN} LP(Q;]R)
1

_ 22D+ 1)*m? pL2,(D 4+ 1)ym2(4(8 + 1)p — 1) (T (AEEetlyy sy

B p—1 Va/p = Tr i

2641

J— 2

X sup (L+ Ve + 1Y) VT —toh
te(to—T,to[U{to,t1, -t} LB+DP(Q;R)

sup hal
tefto—T,to]U{t1,...tn}

+ Lb\/EKb<1 +

v=0

; (Q;R))é <N21 (€7 (o, KV>)2>%> 2

1
V2P L 2
" eQ(La\/T—to-i-prlw % Lym+3) (T—to)

Finally, the assertion of Lemma V.26 follows by taking the square root. O

Proof of Lemma V.16. The triangle inequality implies

—h
sup [ Xy =Y ]
tG[to—T,to}U{th...,tN} LP(Q;R)
—h
< sup X, — Y| + sup I/ =Y :
tE[tofT,to}U{tl,‘..,tN} LP(Q;R) tE[tofT,to}U{tl,...,tN} LP(Q§R)
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Then, due to Lemma V.26 and assumption (V.57), there exist constants C'1,Cs > 0, indepen-
dent of h and IV, such that

sup | X: —
teto—T,to]U{t1,..tN}

N-1 1
< C1h+ Cs ( Z (c‘ff’p(h,,, Kl,))z)

v=0

LP(;R)

for all h €1]0,T — to]. If further SNV (8 (hy, Ky, ))2 € O(h?), the existence of constant
C'Milstein > 0, independent of h and N, such that

7h —
sup | X: =Y, | < Cwmilsteinh
te[to—7,to]U{t1,....tN } LP(R)
for all h € ]0,T — tp] is evident. O

Proof of Theorem V.18
At first, we show that the approximations obtained by Algorithm V.4 satisfy assumption (V.55).

Lemma V.27
Let p € [2,00] and n € {0,1,...,N — 1}. Consider approzimation I( Dy defined by equa-
tions (V.20) and (V.21), where K € N, i,5 € {1,...,m}, and [ € {0,1,.. D}. It holds

1
(p— D(T(EY)h
z‘jer{%axm}nl([i(vj)»"ﬂzHL”(Q%R) < \(f i ) -
s, 3oy 2
1€{0,1....D} G2

Proof. Similarly to inequalities (V.60) and (V.61), it holds

+1 2 2 K
o (T(B52))7h 1
H GivnmErm) < (@ —1) %Zﬁ
™ P k=1
2
T(EL))rh2 &1
< (p — 1)2 22p+1 . Z ﬁ
TP k=1
2
(L)) p 2
- -y T
6mp
Since the upper bound is independent of 7,7 € {1,...,m} and [ € {0,1,..., D}, the assertion
follows by taking the maximum and the square root. O
Proof of Theorem V.18. From the construction of approximation I i ;) o S€e Section V.1, it

is evident that %"

(4.3),mm

satisfies E[IK” ‘J’tn] = 0 P-almost surely for all 7,5 € {1,...,m},1 €{0,1,...,D},and n €

(3,7),m,T1

{0,1,..., N—1}. Further, assumption (V.54) is fulfilled by Lemma V.27, and assumption (V.55)
holds by Theorem V.2 with

is Ft,,,/%(R)-measurable, independent of o-algebra F(;, _r)v4, and

1

(p—1)(T(ZL)) 7 h
Erp(hn, Kn) = 25 7 ))"h
T 2 K,
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Since K,, > Ch™! for all n € {0,1,..., N — 1}, we obtain

= 2 (ptlyy 2 N-1 (ot
s (= DA N b2 gy
Z (gj,p(hann)) < 2(p+1 2 ) Z Ki S 2( 2 ) - h27
n=0 m P n—0 n T
and the assertion of Theorem V.18 follows from Lemma V.16 and Corollary V.17. O

Proof of Theorem V.19

The proof is similar to the one of Theorem V.18. At first, we show that the approximations
from Algorithm V.10 satisfy assumption (V.55).

Lemma V.28
Let p € [2,00[ and n € {0,1,...,N — 1}. Consider approzimation I(If]) defined by equa-
tion (V.41), where K € N and i,j € {1,...,m}. It holds

RS
=

_ P+l ) ( +1)) h
max |[IXF POR) < <p + ( =+ )H
sty il =\ 77 V3m 2p1 m %

3

T2

Proof. At first, it holds by the triangle inequality that

max HI{E;F)JLHLP(Q;R)

ige{l,..m}
< nax G allem + max el S5 (2007 VI Gonll o
T emax el VESTIG A oy
where

1

(p—1)(T(EEL)) P hy,

max 15 P < 2
i jellm || (4,9), ”L (R) \/67-(%
by Lemma V.27 and
. = _ 2T h
z‘e{?,&.i.},iM}He Z2n 21n 24 nGOTLHLp QR) T
by inequality (V.104). Further, Lemma V.6 implies
T /RIGK
ze{rlr}af(M} Hez E[Sn ]Gl,nHLP(Q;R)
1
I, ((i 1> < > 1)—1( > 1))2 i
> 5] Z o) Z i . nax HGLnHLP(Q;R),
V2r o horcrn pori F te{L M}
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and using Lemma V.22 and Lemma V.23, we obtain

1

(8- (T8 (=#)

1 K+1 \?

<K+§ _3(K+3)3)
1 3+ ik + Rz + gine ?
<K 3+43]3(+ 1%%?2 +6Z§?3 + 128K4>

IN

1
< —.
T VK
Thus, we have by Lemma V.20 that
110\ &
T (C(*3)) 7 hn
a -/ E[SK|G <2 R
s el VEISEIG ol gy < Ty
and finally, we obtain
1\ 1) 2 12
max 1 o < L DECCET) | 20 ) ha (L))
ije{L, m} (B)mIETEEE = N T Var'r K o VK

Cpo1 2TEY)P 1\ (TEEY) A,
B ( N Hﬁ) |

Since K € N, we can neglect K and v K in the denominator and obtain the proposed upper
bound. O

Proof of Theorem V.19. From the construction of approximations I (If’;;rn ) See Section V.2, it

is evident that I (If"in .
1

satisfies E[IK” ’ﬁtn] = 0 P-almost surely for all 7,5 € {1,...,m} and n € {0,1,...,N —

(irf) 1T
1}. Further, assumption (V.54) is fulfilled by Lemma V.28, and assumption (V.55) holds by
Theorem V.8 and Theorem V.9 with

is F4,,,/%(R)-measurable, independent of o-algebra F(;, 1)y, and

.
7\/57171 if p=2,
V12r K,
1 1 4
D(PELY e / /9(D(224HL)) » 2 (2L 7 \ 3
S K = § CCEDE(HOCENE )2 (Y
T2p T2p TP
(V3vp =1+ 1)h,
if 2, 00].
R if p € 12, o0
Since K,, > Ch™3 for all n € {0,1,..., N — 1}, we obtain
Z S, 1)) € O(h?),
and the assertion of Theorem V.19 follows from Lemma V.16 and Corollary V.17. O
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NUMERICAL SIMULATIONS

In this chapter, we illustrate our theoretical results from Chapter IV on the strong and pathwise
convergence of the Euler-Maruyama and the Milstein scheme for SDDEs. In order to confirm
the order of convergence of the approximations numerically, there is a great interest in analytical
solutions of SDDEs.

In Section VI.1, we develop analytical solutions of linear as well as nonlinear SDDEs that
can be simulated exactly. Here, we consider SDDEs with multidimensional noise that satisfy
commutativity condition (V.1). These solutions are then used in Section VI.2 in order to
provide meaningful simulation studies on the convergence of the Euler-Maruyama and the
Milstein scheme. To the best of our knowledge, the presented numerical examples are the
first that compare the Milstein approximations to analytical solutions of SDDEs, which are
simulated error-free.

VI1.1. Exact Simulation of Analytical Solutions of Stochastic
Delay Differential Equations

Kiichler and Platen derived analytical solutions of linear SDDESs in case of d=m =D =1 in
[82, Section 8|. In this section, we first recall their results and then address the problem of the
exact simulation of this analytical solutions in case of multidimensional additive noise. Finally,
we derive some analytical solutions of (nonlinear) SDDEs with more general noises that can
be simulated correctly without approximations. For sake of simplicity, let d = D = 1 in the
following. Moreover, let m € N and 7 = 1; > 0.

Consider the linear SDDE

;

ft ifte[t(]—’r,to],

t
&to + / a1(8)Xs + a2(s) Xs—7 + asz(s)ds

Xy to (VL.1)

m t ) . .
+3° [ V()X + bi(s) Xor +Vi(s) AW if ¢ € Jto, T,
j=1""
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V1. Numerical Simulations

where initial condition ¢ belongs to SP([tg — 7, o] x ©;R) for some p € [2, oo[ and has P-almost
surely continuous realizations, and where coefficients ai,bf R - R, i € {1,2,3} and j €
{1,...,m}, are Borel-measurable and bounded functions. Linear SDDE (VI.1) can be trans-
formed in a system of linear SODEs with random coefficients, see [82, Section 7]. The resulting
linear SODEs can be analytically solved, see e.g. [7, Section 8.4], [46, Example 2.5.3] or [75,
Section 5.6]. Let s € [to, T'[, and consider the fundamental solution (®s);e[s ) With

t 1 m
cps,t:exp(/ ) > du+2/ bl (u de)
s j=1

for t € [s,T] P-almost surely, which is the unique strong solution of the linear and homogeneous
SODE

<I>5t—1+/a1 <I>5udu+2/ b (u) Dy, AW,

where t € [s,T]. According to [82, Equations (8.3) and (8.4)], linear SDDE (VI.1) can be solved
sequentially. First, we have

Xi =&

for t € [to—, to] P-almost surely. Then, we sequentially obtain for [ € Ny, as long as to+17 < T,
that

¢
Xt = Piytirt (Xto+l7' + / ‘btoilm (QQ(S)Xsz + as(s)
¢

o+t
) Z; b1(5) (b3(5) X + b%(S))) ds (VI.2)
= / o Bt (B(5) Koo £ 1(9)) dwﬁ)

=1

for t € Jtg + U7, (to + (I + 1)7) A T] P-almost surely. Especially for [ = 0, we have

t m
Xp = Dy 4 (fto /t to S<a2( )es—r + as(s Z b{ 2 (8)6s—r + b]( ))) ds
7j=1

moort ) : .
+Y [ ok 0o, + () av? )
j=17t0

forallt € [to, (to+7)AT] P almost surely. We remark that [82, Equations (8.3) and (8.4)] contain
a typo because term <I>t 4irs 1S missing inside the It integral. We see from equation (VI.3)
that it might be hard to simulate the solution on the interval [to,tp + 7] already when not
bg(s) = bg(s) = 0 for all s € [tp,T] and j € {1,..., m}. However, using It6’s formula, it might
be possible to solve the Itd integral for more general functions b} and b} and to simulate the
resulting random variables exactly, cf. [84, Example 8.1.5].

(VL3)

Next, we consider the following linear SDDE with multiplicative noise from [82, Equation (9.1)]
and address some problems on its simulation, which is claimed to be done in [82, Section 9].
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VI.1. Exact Simulation of Analytical Solutions of Stochastic Delay Differential Equations

Let aj,az,bl € R be constants and

1 if t € [-1,0] and

X, — . : (V1.4)
gt0+/ a1X8+a2Xs_1ds+/ biX,dW} ifte]o,2],

to to

where W1 is a one-dimensional Wiener process with W = 0 P-almost surely. Using equa-
tion (VI.2), we can state the analytical solution of linear SDDE with multiplicative noise (VI1.4),
see also [82, Equation (9.2)]. It holds

1 if t € [~1,0],

t
RO IR <1 tay [ e-tm=iesiw ds> if ¢ € )0,1],
0

X, = VL5
P ) elar— S G- bE (W W (VL5)

\

t
X (X1 + az/ Xs—1e_(a1_%(bi)Q)(s_l)_b%(W;_Wll) ds> if t € ]1,2]
1

for all ¢ € [—1,2] P-almost surely. Considering the integral over time in case of ¢ € [1,2] and
inserting the solution (Xs-1)se14), we obtain

t
/ X, e (=30DN (=) -bi(Wi-Wi) g
1

1 1 1171 1 s—1 1512 1171 (VI‘6)
= eblwl / eibl(Ws 7W371) <1 + a9 / ef(alfﬁ(bl) )U,7b1Wu du) dS
1 0

for all ¢ € [1,2] P-almost surely. Kiichler and Platen claim that they plot one realization of
analytic solution (VL.5), see [82, Fig. 1 and Fig. 2]. Unfortunately, they do not provide any
information how they simulate analytic solution (VI.5) with random variable

t
/ o (1= 5 (0))s—bIWE 4o
0

for some t € [0,1] and random variable in equation (VI.6) for some ¢ € [1,2] exactly and
error-free. In [82, Fig. 1 and Fig. 2|, Kiichler and Platen also plot a realization of the Euler-
Maruyama and the Milstein scheme, respectively. Hence, they even have to generate these
random variables conditionally given the increments of the Wiener process, which are involved
in the numerical schemes. We remark that these random variables do not appear in analytical
solutions of linear SODEs because there we have ay = 0.

In the following, we focus on linear SDDEs with additive noise, whose analytical solutions can
be simulated exactly. More specifically, we consider the SDDEs

ft ifte[tQ—T,to],

X = t oot 4
t §t0+/ al(s)Xs—i—aQ(s)XS_T—i—a;;(s)ds—i—Z/ bl(s)dW! if t € Jto, T,
j=1"t

to

(VL7)
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V1. Numerical Simulations

where ¢ € C([to —7,t0]; R) and ay, ag, as, bé R — R, j € {1,...,m}, are Borel-measurable and
bounded functions. By equation (VI.2), we sequentially obtain for [ € Ny, as long as to+I7 < T,
the analytical solution

_ b ai(u)du ¢ -5, a1(u) du
X, = elto+ Xiotir + e Jtot (a2(s)Xs—r +as(s)) ds
to+IT

m t s . .
+Z/t+l efffoﬂTal(u)dub%(s) de)
0 T

(VL8)

Jj=1

forallt € Jto+IT, (to+(I+1)7)AT] P-almost surely. Here, the It6 integral in formula (VI.8) above
is a Wiener integral, and hence, it is normally distributed with expectation 0 and variance

/t i (ei oy 01 (w) dubg(S))2 ds.
t

0+l7' j=1

Thus, we can exactly simulate formula (VIL.8) in case of [ = 0 and have

t S
X, = eftto a1 (u) du <§t0 + / e fto a1(u) du (a2(8)6877_ + a3(8)> ds

to

(VL)

m

t s ) )
+ Z/ e Jio 1) dubé(s) de>
to

j=1

for t € Jto,to + 7] P-almost surely, where the integral over time is deterministic. However, for
I € N, the integral over time is not deterministic anymore. Considering the case [ = 1, it
P-almost surely holds

t t s
Xt = eft0+7— a1 (u) du (Xto+7' + / e -[;50+T a1(u) du ((LQ(S)XS,T + 03(8)) ds
to+7
m t ’

+ Z/ o Jrotr al(u)dubé(s) dWSJ)
to+7

J=1

t € |to + 7,to + 27]. Using equation (VI.9) with regard to term X_,, we obtain the random
variable

moog . oot S=T . .
Z / ¢ -1 duag(s) el (W du / ¢ Jp drbg(u) dW) ds, (VI.10)
t

j=1 o+T7 to

which needs to be simulated. Using the substitution s = v 4+ 7 and stochastic integration by
parts formula based on Itd’s formula, see e.g. [64] or [75, p. 155], it P-almost surely holds for
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VI.1. Exact Simulation of Analytical Solutions of Stochastic Delay Differential Equations

all t € Jto,to + 7] and j € {1,...,m} that

m . . sr S—T " . .
Z/ o Jigr a1 (w d“az(s) elio o) du/ ¢ I (") drb%(u) dWi ds
j=1"to+7T N
i vir » v u . .
B Z / S e dug oy o J e de / o o OV () q i do
to

t—7 vtr v T . ' '
_ Z / = Jegrr a1(®) duaz(é’) elio 1@ gy, / o Jig (1) drbé (u) AW

to

" (VL11)
T v+T v u . .
/ / T A gy o N gy o= S 1Ty () qwg,

which is again normally distributed. According to equation (VI.11), the normally distributed
random variables in (VI.9) and (VI.10) are not independent. Using similar considerations as in
equation (VI.11), we obtain for all I € Ny that all random variables occurring in equation (VI.8)
are normally distributed. Thus, all these random variables can be generated exactly by taking
their covariances into account.

Next, we go more into detail how to simulate the analytical solution of the linear SDDE with
additive noise (VL.8). For sake of simplicity, let coefficients ai,as2,a3,b} € R, j € {1,...,m},
be constant in the following.

Consider the points in time t,,, t,+1 € [to+I7, to+(I+1)7] with ¢,, < t,, 41, where [ € Ny. Assume
that we have simulated X;, already and that we are now interested in simulating X; . ,. At
first, using equation (VI.2), we have for the analytical solution X of linear SDDE (VI.8) at the
point in time ¢,4; that

Xi

n+1

tn

— eal(tn+1—(t0+l7')) <Xt0+l7. n / +1 e_al(s_(t0+lT)) <a2XS—T -+ a3) dS
to+IT

(VL12)

m

tn+1 . )
+ Z/ efal(sf(toJrlT))b% dWS?)
j=1 to+IT

P-almost surely. Using a similar expression for Xy, as in previous equation (VI.12) for Xy, ,,,
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V1. Numerical Simulations

we rewrite equation (VI.12) to

tn
X, = e (tnt1—tn) qa1 (tn—(to+17)) (Xto—i—lT + / e_al(s_(to"'lT))(aQXS,T +a3)ds
to+IT

m tn
B[ g
i

j:]_ O+l7'

tn n
+ / bt (g, X, ag) ds+§ / e otin)y dWJ)
tn tn

tn
_ eal(tn+1—tn) <th + ea1(tn—(to+l7')) </ +1 e—al(s_(tO'HT))(aQXsz + a3) ds
tn

m

tn
N Z/ +1 e_al(s_(t0+h))b§ de))
B tn

Jj=1

tn+1
= eal(t"+1_t”) <th + / e_al(s_tn)(QQXsz + a3) ds
tn
(VL13)

m . tny1 .
+D 0 /t e et dWs?)
=1 n

for all t,,, tp41 € [to+1T,to+ (I+1)7] with ¢, < t,,+1 P-almost surely, where [ € Ny. Similarly to
equations (VI.12) and (VI.13), it P-almost surely holds for X,_, in previous equation (VI.13),
whenever t,,s € [to + I7,t9 + (I + 1)7] with ¢, < s, where [ € N, that

X7 = eal(S_T_(tO—Hl_l)T)) <Xto+(l—1)7' + /S_T e—a1(u—(t0+(l—1)7')) (CLQXuf‘r + a3) du
to+(—1)7

s /t e (toH1-1)7)) ) de)

j:1 0+(l71)T

_ ea1 (s—T—(tn—T))eal (tn—7—(to+(1-1)7)) (Xto—i-(l—l)T
tn—T
n / e~ (=t (=D)) (o X, + a3) du
to+(I—-1)7

m tn—T ] j
N Z / e~ (u=(tlo+(=1))p] qyy7J
=1 to+(I-1)7

. /s‘r eial(u,(tOJr(lfl)T))(a2Xu_7_ + a3) du
tn—T

n—

.S / e as(u—(to+(1=1)7))y] de)

j=17tn"

_ eal(s—tn) <th7_ + / e_al(u_(tn_T))(GQXuff + a3) du
t
(VI.14)
b}

n—T
m
2

/S 7a1 (uf(tn*‘l')) dWé) .
j=1 tn—T

Inserting this into equation (VI.13), we obtain P-almost surely for all ¢,,t,11 € [to + IT,to +
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VI.1. Exact Simulation of Analytical Solutions of Stochastic Delay Differential Equations

(I + 1)7] with t,, < tp41, where [ € N, that
tn+1
th+1 — eal(tn+1*tn) (th + a2(tn+1 _ tn)th—T + a3/ e*(ll(S*tn) ds
tn

n+1 §—T
+ asg / / e~ (u=(tn=7)) (a2 Xy—r + a3) duds
tn tn—T

tn+1
+ ap ij / / e~ (u—(tn—7)) dWJ ds
tn tn—T
tn+1
+Zb§ / e (s tn) dwg>.

Jj=1

(VL15)

Using the substitution s = v + 7 and stochastic integration by parts formula based on Ito’s
formula, see e.g. [64] or [75, p. 155], it P-almost surely holds

tn S—T
/ +1 / e_al(u—(tn—T)) de ds
tn tn—T
tnt1—T v )
/ / em 1 (u=tn=) qW do
tn tn—T

tn41—T ) tny1—T .
— (tas1 — tn) / e awy] — / (s — (tn — 7)) e~ =) quy7
t

n—T tn—T
(VIL.16)
for the iterated integral in equation (VI.15), and thus, we have
tn+1
th+1 = eal(thrl_tn) <th + a2(tn+l - tn)th*T + a3 / e—al(s—tn) ds
tn
tnt1 S—T
+ as / / e_‘”("_(t”_T))(aqu,T + a3) duds
tn tn—T
[T gmar(—(tn—) qyyd
4 b] / —a1(s={tn=7)) QW7
az{tnt1 = Z /S ; (VL17)

m . tn+1*‘l' .
a0 [ = e

j=1 tn—T
mo it .
+) b / e (s tn) dwg>
j=1 7in

for all t,,,t,4+1 € [to + IT,t0 + (I + 1)7] with ¢, < t,4+1 P-almost surely, where [ € N. Further,
similarly to equation (VI.14), we have

Xu—T - ea1(u—(tn—‘r)) (th—QT + / ) e—al(r—(tn—27)) <a2XT—T + CLS) dr
tn—2T
+ b] / —al(r—(tn—QT)) de)
Z —27
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V1. Numerical Simulations

for all u € [to+ (I — 1)7,tg + I7] and ¢, € [to + {7, to + (I + 1)7] with ¢, — 7 < u P-almost surely,
where [ € N\ {1}. Inserting this into equation (VI.17) implies, analogously to equation (VI.15),
that

_ 1
th+1 = eal(tn+l tn) <th + a2(tn+l - tn)th—T + §a§(tn+1 - tn)Qth—QT

th41 tn+1
+a3/ e (s—tn) ds—i—agag/ / e (u=(n=7)) 4y, ds
tn tn—T

tn+1
+ a; / / / e 1=t =27) (4o X, + a3) dr duds
tn tn—7 Jtn—21

mo tnt1 :
+a3 > b /t /t 3 /t . e~ (r=(tn=27) QW du ds

j=1 (VL.18)
m tny1—T .
+az(tny1 — Zbé/ e~ (o= lin=T)) qyy77
tn—T
m . thy1—T .
—ay ) b / (s — (tn — 7)) e~ (5= Ea=m) qyy7J
j=1 tn—T
m tn+1 )
+) b / e (s=tn) dwg>.
j=1 in

for all t,,,t,41 € [to + IT,to + (I + 1)7] with ¢, < t,4+1 P-almost surely, where [ € N\ {1}. We
now consider the iterated integral, which has the Wiener integral as the integrand. Similarly
to equation (VI.16), it holds by applying a substitution and the stochastic integration by parts
formula twice that

/ " / / o=@ (r=(ta=27)) qyyd dy ds
tn tn—7 Jtn—21

n+1— —27 .
— / (s — (tn — 27)) / e~ 1=t =27) qwi ds
t tn—21

n—2T
tn4+1—2T s )
/ / (r — (tn — 27))e” 1 0=a=27) g7 ds
tn—2T tn—2T
2 [T (= (ta—2m)) qu
= —(tpe1 —tn e” = n=2m) qwd
i — 1) /
tn4+1—2T .
) [t 2m) o) g
tn—2T

1 tn4+1—2T )
P [ 6 et gy
t

n—2T
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P-almost surely. Finally, inserting this into equation (VI.18), we obtain

_ 1
th+1 = eal(thrl tn) (th + a2(tn+1 - tn)th—T + iag (tn—H - tn)2th—27'

tnt1 tn+1 §—T
+ ag / e 05=tn) 4s + asag / / e (u=(n=7)) 4y ds
tn tn bn—T
tnt1 S—T u—T
+ a3 / / / e~ 01 (r=(tn—27)) (a2 Xy—7 + ag) drduds
tn tn—7 Jtn—21

1 m . tn4+1—2T o (s (e —27 .
+ §a%(tn+1 - tn)QZ:lb%/ o~ =20) q)
]:

tn—2T

m ) tn4+1—2T X
— a5(tns1 —tn) Y U} /t (5 = (tn — 27)) e~ 1= =27) qp7)

j:l 7L_2T (Vllg)
1 ) m J tn+1_27— 2 —al(s—(tn_QT)) ']
+ 58 Y (s = (ta = 27)) e s
= tn—2T1
m ) tn+1—T 1
tasltun — )30 / e a1(s= (=) gy
j=t T
m ) thy1—T j
—a Yl [ s - e awg
j=t T
m ) tn1
B o)
tn

for all t,,, tp+1 € [to + T, t0 + (I + 1)7] with ¢, < t,4+1 P-almost surely, where [ € N\ {1}. One
can of course proceed similarly and replace X,_; in equation (VI.19). However, the formulas
become rather long and lose their clarity more and more.

In the following, we go into detail how to generate the occurring random variables correctly.
For sake of simplicity, we set T' = 37 and consider the points in time

T

{tn = to+nhane{0,1,...,3M}, hy = M} C [to,to + 37] (V1.20)
for some M € N. In the following, we use that

tn—T:tO—Fn&—T:to—F(n—M)&:tn,M.

and t,41 — t, = hy. We take the equations (VI.13), (VI.17), and (VI.19) into account. It
P-almost surely holds for the analytical solution of linear SDDE (VI.7) with additive noise and
constant coefficients a1, az,as, b} € R, j € {1,...,m}, that

tn41
aih —a1(s—t
Xty ="M (th +a2/ el ")fs_T ds
tn

tn+1 m . tnt1 .
—|—a3/ e~ (57tn) qg 4 E b?))/ e~ 01(s—tn) dWSJ>
tn tn

J=1

(VI.21)
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forn e {0,1,...,.M — 1},

n—M+1
X = el (th +ahy Xy, 5, + a%/ / e_al(“_t”*M)&L,T duds
tn M n—M

tnt1 tn—M+1 S
+ as / e~ 10~ 45 + agasg / / e~ (U=tn-a1) 4y ds
tn tn—M tn—M

m . tn—M+1 .
+ azhyy Z v} / e~ (5= tn—ns) g7

j=1 tn— M

(V1.22)

n— ]M+1 .
— ag Z A / (5 — tp_pr) e~ Ttn-0) g7

tn—m
. fln41 .
+ Zbg / e (s=tn) dW,g)
j=1 i
forne {M,M+1,...,2M — 1}, and

5
th+1 ="M <th + a2hMth—M + a2h tp_om

th—oM+1 S
+ a% / / / e_al(r_t"*QM)gr,T dr du ds
tn—oMm tn—om Jtn—om
tnt1 tn—M+1
+as / —al(s tn) ds + asa3 / / e M (u—tn—nr) duds
tn—M tn—M

n—2M+1 ;
+a2a3/ / / e~ (r—tn—20) qp dyy ds
n 2M n 2M n 2M

h2 Z b] / n—2M+1 efal(sftn_gM) de

tn—2M

. ftn—2M+1 '
— a%hM Z b%/ (s —tn_on) e~ (s—tn2m) AW/ (VI.23)

j=1 tn_2Mm

3 t’IL7M+1 .
—ay ) b / (5 — ty_pr) e TIn-n) Q77

j:1 tnflbf

. tn+1 )
+) v / e i(s=tn) dwg).

for n € {2M,2M +1,...,3M — 1}. Here, we see for example that the random variable

m tn— M1 )
> v / e~ (5= tnnr) g7 (V1.24)

j=1 tn_ M
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from equation (VI.21) is reused in equation (VI.22) and that the random variable

m

n— M+1 .
Z b / (5 = tnnr) e 7hnma0) AW

tn—M

in equation (VI.22) is not independent of the one in (VI.24).

Next, we focus on the distributional properties of the random variables, which are needed in or-
der to simulate the formulas (VI.21), (VI.22), and (VI.23). Since we are interested in comparing
the analytical solutions with some numerical approximations, we generate the corresponding
random variables and the increments of the Wiener process simultaneously. If one is only inter-
ested in the simulation of the analytical solution, the random variable in (VI.24), for example,
can be generated using one normally distributed random variable only instead of m, if a1 = 0,
or 2m, if a; # 0, standard-normally distributed random variables.

In the following, we distinguish the cases a; = 0 and a1 € R\{0}. We start with the case of
a1 = 0. The random vectors

tnt1 . tnt1 . tnt1 . T
(/ dwg,/ (s—tn)dwg,/ (s—tn)2dwg> ,
tn tn tn

j € {1,...,m}, are independent and normally distributed with expectation 03x; and covari-
ance
1 1 1.2 1.2
2 2 2 2
hae gh3, shy, his 0 0 hyr 2hir 3Py
3 3 3 5
152 13 1gd | _ | 155 1 32 3 1 33
sh hy, N = | 5hi, —ﬁhf\/f 0 0 —ﬁ hi, —ﬁﬁf\/[ ;
th 1h4 lh5 5 5 5 5
3" M 2"M BM 1p2 1 p2  _1 p2 _1 32
s v At/ N0 0 Al

where the factorization follows from the Cholesky decomposition. According to [74, Corol-
lary 6.11], there exist independently N(0y,x1, I, )-distributed random variables B,,, G o and
G, such that

tnt1 ) O
/ dW/! = h},Bj,
tn

tn+l
s —t,) dW? 412 B) + —h? GJ o
[ vz e

and

tnt1 . 1 5 . 1 5 .

P-almost surely for j € {1,...,m}. Inserting these three equations into equations (VI.21),
(VI.22), and (VI1.23), we obtain formulas that can be simulated directly. We summarize this in
the following example in case of a; = 0.
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Example VI.1
Consider the linear SDDE with additive noise

&t if t € [to — 7, t0) and

X, = (V1.25)

¢ moog .
&t +/ a2X57+a3ds+Z/ b, dW! if t € Jto, to + 37,
— Ji

to

where § € C([to—T,to]; R) and as, as, b% eR, je{l,...,m} are constants. Then, the analytical
solution of SDDE (V1.25) is exactly simulated on the points in time given in formula (VI.20)
for M € N as follows.

i) Forn=0,1,...,M — 1, generate N(Opx1, I;)-distributed random variable B,,, and cal-
culate

tn+1
thJrl - th + a2/t §S T ds + a3fLM + h Z b']BJ

it) Forn=M,M+1,...,2M — 1, generate independently N(Opx1, Im)-distributed random
variables B,, and Gl’n_M, and calculate

th—M+1 S 1
Xty = Xy, +a2hy Xy, + a% / / u—rduds + aghyr + §a2a37ﬁw
n M n M

G 1 &
+ a2h Zbﬂ( 1\"[M> 3> VLB

Jj=1

it1) Formn =2M,2M+1,...,3M —1, generate independently N(Opx1, Im)-distributed random
variables By, Glm_M, and GQ,n—QM’ and calculate

th+1 = th + OQhMth M + CLQh?WXt

n—2M

n—2M+1
+a2/ / / &—rdrduds
tn—2m tn—am Yln—2m

+ aghpr + agaghM +

h3
2 a2 a3

6

—2M G{ 2M Gg 2M
Vi sn— n—
+ a2hf\42b( 3 T om + = >

1 3 ~ , Gjn_ PRI
#qaatly DB~ ) S B

j=1 j=1

Now, we proceed with the case a; € R\{0}. The random vectors

tn+1 i tn+1 . [ZEN] .
</ dw?, / e~ a1(s5=tn) dw?, / (s —tn) e~ a1(s—tn) awy?, ...
tn tn tn

tn1 A
in
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j €{1,...,m}, are independent and normally distributed with expectation 04 and covariance
DS ]R4><4 where 2171 = ﬁM,

N -3 _ tnt1 —(ll(s—tn) d _ = _ —athpy
21 =212 = e s = (1 e ),
tn

tn+1 1
2272 = / e_2“1 (s—tn) dS = 2— (1 — e_2a1ﬁM),
tn ai

tn+l ]_
Y31 =%13= / (s = tn)e 107 ds = — (1 — e ™M (1 + arhy)),
tn ay

L(l _ ef2a1hM(1 + 2ath))7

tn+1
Y39 =393 = / (s —tp) e 2m(7t) g = 102
tn ay

tn41
2373 = 24,2 = 2274 = / (S _ tn)z 672a1(57tn) ds
ln

1 _
— 47;(1 — e 20 (1 4 2a1hyy + 2a3h3))),

tn+1 1
S =Yg = / (3 . tn)Q e—al(S—tn) ds = 7(2 _ e—hy (2 + 2a1hy + a%h?\/j)),
tn

3
ay

tn+1
24 3 = 23 4 = / (S — tn)s e—2a1(s—tn) ds
tn

1
= Q(?’ — e 2 (3 4 Gayhyy + 6a3h3, + 4aihi),
1

and
tn+1
Y44 = / (5 —t,)4 e 201(s=tn) 45
=15 (3 —e™2M (3 4 Garhay + 6aihl, + 4athy, + 2a1hhy)).

Consider the Cholesky decomposition 3 = Lng, where

G 00

0
a1 lao 0 O
0
4,

Ly = (V1.26)

l31 l32 {33
laa lap la3 lag

is given in the example below. Then, according to [74, Corollary 6.11], there exist independent
and N(0p,x1, I )-distributed random variables B, G ,, G ,,, and Gy, such that

tnt1 ) ) O
/ dW! = l11B), = h3, B, (VL.27)
t’IL
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tn+1 . ) .
/ efal(sit”) dWSJ = 62,13% + 5272G€)7n, (VI.QS)
tn
tnt1 . . . .
/ (s —tn) g1 (s—tn) dw? = 53,13% + Eg)gG%’n + 53,3G]1,n, (VI.29)
tn
and
tnt1 ) ) ) ) .
/ (S — tn)2 e_al(s_t") dWSJ = E;LlB?J1 + 64’267%7” + €473G]27n + 64746;%7” (VI.30)
tn

P-almost surely, where j € {1,...,m}. Inserting these equations (VI.27), (VI.27), (VI.27),
and (VI.30) into equations (VI.21), (VI.22), and (VI.23), we can simulate the analytical solution.
We summarize this in the following example.

Example VI.2
Consider the linear SDDE with additive noise

& ift S [to —T,to] and

X, = (VL31)

t moog .
o +/ a1 Xs+asXs_++ ag dS—i—Z/ b% dW? if t € Jto, to + 37],
to j=1"to

where £ € C([to — 7,to];R) and al,ag,ag,b?,; e R, j €{l,...,m}, are constants. In case of
a1 = 0, we refer to Example VI.1. So let a1 # 0 in the following. Further, define hyy == 5} for
some M € N.

At first, compute the Cholesky decomposition of the covariance matriz ¥ = LEL%. That is, the
entries of the matriz Ly, see formula (V1.26), are given by 11 = v/hu,

221 231 41 2\
log = "2, 31 =" Lg1="", log= (99— 15,)2
2.1 hy 3,1 oy 1= N 20 = (822 —{3,)2,
Y39 — o4 Yo — o4 1
g&z:M’ g472:w’ l33 = (23737@17@2)27
la9 la9 ’ ’
Sus — 31001 — 300 1
la5= 43 — 31641 — £32 4,2, and  l44 = (2474 — 53,1 — &2172 _ 512173) 2

l33

Then, the analytical solution of the SDDE (V1.31) is exactly simulated on the points in time
giwen in (VI.20) for M € N as follows.

i) Forn=0,1,...,M—1, generate independently N(Op,x1, I, )-distributed random variables
By, and Gy ,,, and calculate

tn+1 a
thJrl - eath (th + a2 / e_al (S_tn)gs—ﬂ' dS + 73 (1 — e—alhlﬂ)
tn ai

+> b} (€21 B3 + EQ,QG{L”)> .
j=1
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it) Forn=M,M+1,...,2M — 1, generate independently N(0p,x1, Im)-distributed random
variables By, G ,,, and GLn_M, and calculate

n—M+1
Xy, = M <Xt +ashyp Xy, o + ag/ / e (u—tna)e dyds
n M
+ %(1 o efalhjw) + G/QZ?) (efath -1 4 ath)
ai ay
m .
+ a2 Z by ((hMEQ 1= l31)B)_ + (Barla — U3 g)GO M 63’3G{7R_M)
j=1
m . . .
+) W(61 B+ 52,2G%,n)>-
=1

iti) Forn =2M,2M+1,...,3M —1, generate independently N(0y,x1, I,)-distributed random
variables By, G ,,, Gy, s and Gy, 9y, and calculate

th+1 ath <th + a2hMth v T a2h tn—2M

n—2M+1 .
+a2/ / / el =t2m)e drduds
tn—2m tn—om Jln—2m

+ 7(1 _ efa1hM) + CLQZ?) (efmhM S ath)
ai al
2
+ 2 (2 207~ 2aihay + alR)
1

1 o »
+ §a% Z b ((ﬁ?\ﬂzl —2harl3 1 + La1) Bl oy
]:

+ (Rislaz — 2harlsz + U 2)G0n 2M

— (2hpl33 — £43)G1n oM +£44G2n 2M>

+az» bl ((hMEQ,l —031)B2_yy + (harlan — £32)G EB,SG{,n—M)
j=1

+ b (a1 B + 52,26’%,71)).

=1

.

In Figure VI.3, we present simulations of Example VI.1 and Example V1.2 that are produced
using software The MathWorks, Inc., MATLAB Release 2018b, [102].

In both Figure VI.31i) and Figure VI1.31ii), we show four realizations of the analytical solution
of SDDEs (VI.25) and (VI.31), respectively. For more details on the parameters of the SDDEs,
we refer to the captions of the figures.

The larger M is in Example VI.2, the smaller are the entries of the matrix Y. Due to this,
we use the command vpa in MATLAB, which uses at least 32 significant digits to evaluate the
calculations. Then, we compute matrix Ly, using command L. = chol(vpa(sigma),’lower’);,
where sigma = ¥ and L = Ly. In Figure VI1.3ii), we use M = 2!° and 7 = 1. Hence, we have
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V1. Numerical Simulations

Xt(w) Xt(w)

10 |

o

-1 0 1 2 3 -1 0 1 2 3
t t

i) Realizations of analytical solution X of i) Realizations of analytical solution X of

SDDE (VI1.25) with coefficients a1 = 0, a2 = —2, SDDE (VI.31) with coefficients a1 = -2, az = 4,
a3 = 1, and bf = 2, and initial condition a3 = 1, and b3 = /2, and initial condition & = 1 for
& =1+ cos (nt) for t € [-1,0]. te[-1,0].

Figure VI.3. Four realizations of the analytical solution of linear SDDEs with additive noise (VI.25)
and (VI.31) are presented. We set to = 0, 7 = 1, T' = 3, and m = 1, and using Example VI.1 and Exam-
ple VL2 with M = 2'°, we simulate the analytical solutions error-free.

fins = 2710 and for example obtain ly4 =~ L(4,4) = 3.67032...- 10~ numerically. Without
using the command vpa, we received an error from the Cholesky decomposition chol that
matrix sigma must be positive definite. Thus, simulating Example V1.2, one should take these
numerical issues into account if M is large.

In order to compare the Milstein scheme with the Euler-Maruyama scheme in numerical sim-
ulations, we need analytical solutions of SDDEs that do not just have additive noise. Recall
that the Milstein scheme coincides with the Euler-Maruyama scheme if an SDDE has additive
noise. So far, to our knowledge, there are no error-free simulations of analytical solutions of
SDDEs with more general than additive noise published. Using [t6’s formula, we deduce and
correctly simulate analytical solutions of more general SDDEs in the following.

Our goal is to find SDDEs
Gt if t € [to — 7,10] and

Z, = ¢ moort .
Cto +/ A(Zs, Zsr)ds+ > | V(Z:)dW] ift € Jto,T]
to j=1"7%o

such that (f(Zt)):eps,,r) s the unique solution of a linear SDDE with additive noise as in
Example VI.1 or Example VI.2.

To begin with, we follow a similar approach as in [46, Section 2.5] for SODEs. Let f € C?(R;R)
be a strictly monotone function. We denote by f’ and f” the first and second derivative of f,
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VI.1. Exact Simulation of Analytical Solutions of Stochastic Delay Differential Equations

respectively. Using It6’s formula, see e. g. [64] or [75, p. 153], we obtain

f(&) ift e fto—7tol,

FGo) + [ (ZalZ0 Zer) + 520 3 ((22) P

1

f(Zt) =

<

m t

+Y | 2V (Z)dw]  ifte t, T

for all ¢t € [ty — 7, T] P-almost surely. Since f is strictly monotone, it has an inverse function g
such that f(g(y)) =y for all y € im f and g(f(x)) = x for all x € dom f. Moreover, it holds
g € C%(im f;dom f), where

, _ 1
9@ = Fo@)

and

—f"(g(x))
"

" (x

D= Pln»

for all z € im f, see e. g. [57, p. 300]. We set X; = f(Z;) for all t € [tg—T,T], where in particular

& = f(G) for all t € [tg — 7,to]. Using that g is the inverse function of f, it holds Z; = g(X}),
and the SDDE above can be rewritten to

ft ifte [to—T,to},

Eto + t f'(9(Xs))a(g(Xs), 9(Xs—7)) + f” X)) (¥ ds

Jj=1

+2 | F9X)Y (9(X) AW i t € Jto, T].
j=1""

Xy

\

This SDDE equals the SDDEs in Example VI.1 and Example VI.2 if and only if

a1z + a2y +az = f'(g(x))a(g(z), 9(y)) + f" Z (V1.32)
7j=1
and
b = f'(9(x)V (g(2)) (V1.33)
for all z,y € im f and j € {1,...,m}, where al,ag,ag,bé € R. Since function f is strictly

monotone, it holds f/(x) # 0 for all x € dom f, and thus, we obtain from conditions (VI.32)
and (VI.33) that

() — v
and
a1 f(x) + azf(y) +as — 3 f"(x) X)L, (%)2
a(z,y) = f'(x)

for all z,y € dom f. We summarize these considerations in the following example.
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V1. Numerical Simulations

Example V1.4
Let X be the solution of the linear SDDFE with additive noise

ét iftE[to—T,tQ],

X, = (V1.34)

t mooet ,
5t0+/ a1X5+a2XST+a3ds+Z/ v, dW?  if t € Jto, T,
- t

to
where § € C([to — T,to]; R) and al,ag,ag,,bé €R, je{l,....,m}. In addition, let f € C*(R;R)

be a strictly monotone function and g € C*(R;R) its inverse function. Then, (Z¢)ieftg—r1] =
(9(Xt))iefto—r) 8 @ unique strong solution of the SDDE

(g(ét) if t € [to — 7,t0] and

j 2
tarf(Zy) + azf(Zo—r) + az — 5f"(Z) S (05
Z 9(&,) + /to F1(Zy) = (f = )> ds (VL.35)

+th, AW?  ift € Jto, T).
0

Example VI.4 allows us to simulate the analytical solution of the SDDE with more general
noise, see equation (VI.35), error-free as follows. First, we simulate the analytical solution of
linear SDDE with additive noise (VI.34), see Example VI.1 and Example VI.2. Then, we set
Z = g(X) to obtain the solution of SDDE (VI.35).

Let us provide an example. Set f(x) = In(2?) for € R. Then, Z = g(X) with g(z) = Ve?,
x € R, is the unique strong solution of SDDE

eft ift € [to -7, t()] and

oo\r—‘

t
1
eSto +/ (a1 In(Z2) + asIn(Z2_,) + a3) Z
Zt == to 2

m t 1 ) )
+Z/t GUAZe AW if t € Jto, T,
j=1"t

27.d
z:: y (VL.36)

\
which has multiplicative noise.

In Figure V1.5, we present some simulations of the analytical solution Z.

In order to find more strictly monotone functions f € C?(R;R), we can use the Lamperti

transformation, see [86, Theorem 2| and [46, p. 34].

Example VI.6
Let p € CH(R;R) such that |p(z)| > 0 for all z € R. We set

1
f(w)z/O oy

for all z € R. Then, f € C*(R,R) is a strictly monotone function, and we have f'(x) = ﬁ
and f"(x) = —Z;((i)) for all x € R.
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Zt(w)
25 T
20 T
15 +
10 +
5 +
T i /
0 : — e
-1 0 1
t t
i)  Realizations of analytical solution Z of 1ii) Realizations of analytical solution Z of
SDDE (V1.36) with coefficients a1 = 0, az = —1, SDDE (VL36) with coefficients a1 = —3, as = =3,
az = T:(w and by = /2, and initial condition a3 = 1, and b3 = /2, and initial condition & = 1 for
& =1+ cos (t) for t € [—-1,0]. te[-1,0].

Figure VI.5. Four realizations of the analytical solution Z of SDDE with multiplicative noise (VI1.36) are
presented. We set to =0, 7 = 1, T = 3, and m = 1, and using Example VI.1 and Example V1.2 with M = 2'°, we
simulate analytical solution X of linear SDDE with additive noise (VI1.34) error-free. Then, using Example V1.4,
we obtain with Z = g(X), where g(z) = v/e® for z € R, the analytical solution Z.

Setting e.g. p(x) = V2?2 + 1, z € R, in Example V1.6, we obtain f = arcsinh and g = sinh.
Then, SDDE (VI.35) reads as
(sinh(&;) if t € [to — 7,10 and

t m

1 :
sinh(&;,) —i—/t (a1 arcsinh(Z,) + ag arcsinh(Z,_.) + a3)\/Z2 + 1+ 3 Z(b%ﬂZs ds
0

m t ) ]
+Z/ Wi/ Z2 +1dW] if t € Jto, T1.
j=17t0

Z

j=1

(VL.37)
Simulations of analytical solution Z are presented in Figure VI.7.

We remark that the drift coefficients of SDDEs (VI1.36) and (VI.37) are not Lipschitz continuous.
In order to conserve Lipschitz continuous coefficients, we can choose function p in Example VI.6
to be bounded and assume that its first derivative p’ is Lipschitz continuous. Of course constant
functions fulfill these conditions for example. But then, SDDE (VI.35) is still linear and has
additive noise. Function p with p(z) = 2 + arctan(z) for x € R provides another example
of a bounded and continuous function with Lipschitz continuous derivative. Then, we have
f(z) = 2z 4+ xarctan(z) — %ln(l + 2?) for x € R. However, the inverse function g of f is
not known to us so that the analytical solution Z = ¢g(X) cannot be calculated. Nevertheless,
Example V1.6 provides analytical solutions of SDDEs with more general than additive noise like
SDDEs (VI.36) and (VI.37), which can be used for numerical tests of the Milstein scheme.
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» Zy(w)
40 T
10 +
30 T
| 20 +
10 +
—10 +
0 T
—20 + 1
—20 +
—30 +
1 1 1 | =30 } | } }
L : : ; 3 —1 0 1 2 3
t t
i) Realizations of analytical solution Z of 1ii) Realizations of analytical solution Z of
SDDE (VI.37) where m = 3 with coefficients SDDE1 (VL37) Yhere "0, b} 22 o goefﬁdents
a1:0,a2:—%7a3:—é,b§=%7 b2 = —v/2,and a1 = 3, az = — 5, as =0, by = 5, and b3 = 1, and
b3 = —1, and initial condition & = 1+ cos(nt) for initial condition & = 2 — 2e2 D) for ¢ € [—1,0].

Figure VI.7. Four realizations of the analytical solution Z of SDDE with commutative noise (V1.37) are
presented. We set to = 0, 7 = 1, and T = 3, and using Example VI.1 and Example VI.2 with M = 219 we
simulate analytical solution X of linear SDDE with additive noise (VI.34) error-free. Then, using Example VI.4,
we obtain with Z = g(X), where g(z) = sinh(x) for x € R, the analytical solution Z.

V1.2. Numerical Examples

In order to illustrate and confirm our theoretical results on the strong and pathwise convergence
of Euler-Maruyama and the Milstein scheme from Chapter IV, we provide some numerical
examples in this section. Using the analytical solutions of SDDEs derived in the previous
section, we are able to calculate and compare the errors made by the Euler-Maruyama and
Milstein approximation. For the sake of clarity and better comparability, the illustrations of
the simulation studies are postponed to the end of this section.

To begin with, we consider the linear SDDE with additive noise from equation (VI.34). As
the derivatives of the diffusion coefficients vanish, the Milstein scheme coincides with Euler-
Maruyama scheme.

In Figure V1.8 and Figure V1.9, we present simulation studies of the Euler-Maruyama approx-
imations of the linear SDDEs with multidimensional additive noise from Example VI.1 and
Example V1.2 where a; = 0 and a; = 1, respectively. For more details on the parameters of the
SDDEs and the simulation studies, we refer to the captions of Figure VI.8 and Figure VI.9.

Figure VI.81) and Figure VI.9i) show the empirical error of the Euler-Maruyama scheme Y"
versus step size h in the strong sense for p € {2,7,50}. As both axes are scaled logarithmically
in the figures, the slopes of the graphs equal the empirical strong orders of convergence. We
see that the slopes of the graphs are approximately a ~ 1 as expected. This confirms our
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theoretical result from Corollary IV.13. Further, we obtain for larger p a larger empirical error
in the strong sense. This is consistent with our theoretical error estimates, cf. the proof of
Theorem IV.9.

Considering the empirical pathwise error in Figure VI.8iii) and Figure VI.9iii), we see that
the empirical order of convergence is approximately « = 1, too. This confirms our theoretical
result as well. In Corollary IV.14, we proved that the Euler-Maruyama scheme is pathwise
convergent with order o = 1 — ¢ for arbitrary € > 0 in case of additive noise. Whereas Fig-
ure VI.8iii) and Figure V1.9iii) display only four realizations, the histograms in Figure VI.8iv)
and Figure VI.9iv) present the relative frequency of the pathwise error of the Euler-Maruyama
approximation with step size h = 2716 and h = 2712, respectively, over 103 realizations.

Further, Figure VI.8ii) and Figure VI.9ii) indicate the convergence of the Euler-Maruyama
scheme for step sizes h = 27% where i € {0,1,...,5}. According to the continuous formulation
of the scheme and due to the evaluation of the analytical solution and Euler-Maruyama approx-
imations on the fine grid Z = {-1+n-27%:n € {0,1,...,4-21}}and T = {-14+n-272:n ¢
{0,1,...,4-212}}, respectively, we see that the approximations approach the movement of the
trajectory of the solution between the grid points obtained by step size h of the Euler-Maruyama
method.

In the following, we consider SDDEs with commutative noise where the Euler-Maruyama
scheme and the Milstein scheme do not coincide. To the best of our knowledge, the numer-
ical examples below are the first that compare the numerical approximations to the exactly
simulated analytical solutions of SDDEs.

If the diffusion coefficients of an SDDE do not depend on the past history of the solution
and satisfy the commutativity condition (V.1), the Milstein scheme (IV.33) simplifies by equa-
tions (V.2) and (V.3) to

& fort € [ty — 7,t0] and

}/;fn + <a(tnatn - T17 [ 7tn - TD7}/%"7}/;57L—T17 [ 7Y%‘IL_TD)

m d

1 .
—§Zzax6bj(tn7tn_Tla---atn_TDaYtn)

j=1 i=1

X bi’j(tnvtn — Tl 7t7’b - TD7}/%”>> (t a tn)
. (V1.38)

+ bj(tn,tnf’rl,...,tn—’tD,Ytn)(WtjthJ;l)

NE

1

m d ‘
Z Zaa:(l)bjl(tnatn - Tla e 7tn - TDaKfn)

Ju,g2=11=1

X b2ty by — 1, .yt — T, Y, ) (W — W) (W2 — W)

+

N |~ T

for t € ]ty,tny1] where n =0,1,..., N.

Thus, we only have to generate the increments of the Wiener process like with the Euler-
Maruyama scheme in order to simulate the Milstein approximations.
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In figures VI.10, VI.11, VI.12, and VI.13 below, we present simulation studies of the Euler-
Maruyama scheme and the Milstein scheme of SDDEs (VI1.36) and (VI.37) in case of m = 1.
In the simulation study in Figure VI.14, we consider the SDDE

arctan(&;) if t € [to — 7, t0] and
t
arctan(&;,) + / ((al tan(Zs) + as tan(Zs—_,) + as) cos’(Zy)

() VI
*Z(%PSin(ZS)COSg(ZS))dS (VI.39)

<.
Il
—_

+Z/ bl cos®(Zs) AW if t € Jto, T),
\ j=1

where the dimension of the Wiener process is m = 10.

The analytical solutions of underlying SDDEs are simulated using Example VI.4 as well as
Example VI.1 in figures VI.10, VI.12, and VI1.14 where a; = 0, and Example V1.2 in Figure VI.11

and Figure VI.13 where a; = —2. We generated 10? realizations where h = 27% with i €
{0,1,...,16} in case of a; = 0 and 10* realizations where h = 27¢ with i € {0,1,...,12} in
case of a; = —2. For more details on the parameters of the SDDEs and the simulation studies,

we refer to the captions of the figures.

We remark that SDDEs (VI.36), (VI.37), and (VI.39) do not fulfill the assumptions of The-
orem IV.6 and Theorem IV.9, nor of their corollaries on the convergence of the numerical
schemes. However, we are able to simulate the analytical solution exactly. This makes these
SDDEs valuable. As we will see below, they nevertheless confirm and illustrate our theoretical
results, although, we supposed stronger conditions on the underlying SDDEs in the theorems
and corollaries.

In figures VI.101), VLI.111), VI.121), VI.131), and VI.141) with logarithmically scaled axes, the
empirical error in the strong sense for p € {2, 7} of the Euler-Maruyama and the Milstein scheme
versus step size h is presented. Here, we see that the empirical strong order of convergence of
the Euler-Maruyama scheme is approximately o = % whereas the Milstein scheme converges
approximately with order a &~ 1 in the strong sense. Moreover, for larger p, a larger empirical
error in the strong sense is obtained. This confirms our theoretical results in Theorem IV.6 and
Theorem IV.9, and this is consistent with our theoretical error estimates, cf. inequality (IV.58)

and the proof of Theorem IV.9.

The four realizations of the empirical pathwise error of the Euler-Maruyama and the Milstein
scheme in each of the figures VI.10iii), VI.111iii), VI.12iii), VI.13iii), and VI.141ii) confirm our
theoretical results in Corollary IV.7 and Corollary IV.12 as well. The empirical pathwise order
of convergence is approximately a ~ % for the Euler-Maruyama scheme and approximately
a = 1 for the Milstein scheme.

The histograms show the relative frequency of the pathwise error of the Euler-Maruyama
scheme (blue) and the Milstein scheme (red) with step size h = 2716 over 103 realizations,
see figures VI.10iv), VI.12iv), and VI.14iv), and with step size h = 27'2 over 10* realiza-
tions, see Figure VI.11iv) and Figure VI.13iv). The abscissa is logarithmically scaled and
thus corresponds to the ordinate of the empirical pathwise error plots in figures VI.10iii),
VI.11iii), VI.12iii), VI.13iii), and VI.14iii). Since larger values have a higher contribution
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to the LP(Q;R)-norm, we see from the histograms in figures VI.10iv), VL.11iv), VL.12iv),
VI.13iv), and VI.14iv) that there are many realizations, which have a pathwise error that is
much smaller than the empirical error in the SP([—1, 3] x ©;R)-norm, cf. the sub-figures i) and
iii) in figures VI.10, VI.11, VI.12, VI.13, and VI.14. In this context, also note the skewness of
the distribution of the relative frequency of the pathwise error, in particular for the Milstein
scheme. In Figure VL.11iii) and Figure VI.13iii), we especially see that the pathwise error of
some realizations of the Milstein approximation can be approximately as large as or even larger
than the pathwise error of realizations of the Euler-Maruyama approximation. However, if we
only consider single realizations and compare the pathwise error of the Euler-Maruyama with
corresponding pathwise error of the Milstein scheme on the same realization, the empirical
pathwise error of the Milstein scheme is asymptotically smaller than the one of the Euler-
Maruyama scheme. See the yellow lines in Figure VI.11iii) as well as the blue and green lines
in Figure VI.13iii).

In figures VI.10ii), VI.111ii), VI.12ii), VI.13ii), and VI.14ii), the Euler-Maruyama approxima-
tion (blue) and the Milstein approximation (red) with step size h = 27% of a single trajectory
are presented together with the exactly simulated analytical solution (black). Here, we see that
the Milstein approximation is most of the time closer to the exact solution than the Euler-
Maruyama approximation. Especially, the Milstein scheme performs better when the solution
quickly changes over time.

In these simulation studies, our theoretical results are confirmed, and we see that the Milstein
scheme outperforms the Euler-Maruyama scheme. Especially, the strong and pathwise orders
of convergence can excellently be seen. We remark that the derivative of the drift coefficient
with respect to the delay argument does not vanish and is not constant in the examples above.
Hence, remainder term Ré in the proof of Theorem IV.9, see inequality (IV.145), does not
vanish and converges to zero in SP([tg — 7,T] x Q;R%) with order & = 1 as h — 0. Thus,
the derivative of the drift coefficient does not have to be incorporated in the numerical scheme
in order to obtain a strong convergence of order @ = 1 as proven, and the Taylor expansions
presented in [104, 124] are not optimal.
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Figure VI.8. Simulation study of the Euler-Maruyama scheme and linear SDDE (V1.25) with additive noise.
Wesetto=0,7=1T=3,a1=0,a2=-2a3=1,m=5by=—1b3=10 =2 b5 =-2 0} =1,
and & = 1+ cos(wt) for t € [—1,0]. We simulated analytical solution X of SDDE (VI.25) error-free using
Example VI.1 where M = 2'6 and thus %y = 27'%. The analytical solution and the numerical approximations

are evaluated at the points in time Z = { —14+nhnm:ne{0,1,.. .,4M}}.
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Figure VI.9. Simulation study of the Euler-Maruyama scheme and linear SDDE (V1.31) with additive noise.
WesettO:O,Tzl,T:3,a1=1,a2:—2,a3=—%,m:2,b§:%,bgzl,andft:2—2et+1 for
t € [~1,0]. We simulated analytical solution X of SDDE (VI.31) error-free using Example VI.2 where M = 2'2
and thus Ay = 27'2. The analytical solution and the numerical approximations are evaluated at the points in

time Z={—1+4+nhy:ne{0,1,... 4M}}.
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Figure VI1.10. Simulation study of the Euler-Maruyama and Milstein scheme regarding SDDE (VI.36) with
commutative noise. We set to =0, 7 =1, T=3,a1 =0, a2 = -2, a3 =1, m =1, by = 2, and & = 1 + cos(nt)
for t € [-1,0]. Let X be the analytical solution of linear SDDE (VI1.25) with additive noise and g(z) = v/e®
for z € R. We simulated the analytical solution Z = g(X) of SDDE (VI.36) error-free using Example VI.1 and
Example V1.4 where M = 2'¢ and thus Ay = 275, The analytical solution and the numerical approximations
are evaluated at the points in time Z = { — 1 +nhy :n € {0,1,...,4M}}.
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Figure VI1.11. Simulation study of the Euler-Maruyama and Milstein scheme regarding SDDE (V1.36) with
commutative noise. We set to =0, 7 =1, T =3, a1 = -2, as =4, a3 =1, m =1, b} =2, and & = 1 for
t € [-1,0]. Let X be the analytical solution of linear SDDE (VI.31) with additive noise and g(z) = v/e® for
z € R. We simulated the analytical solution Z = g(X) of SDDE (V1.36) error-free using Example V1.2 and
Example V1.4 where M = 2'2 and thus Ay = 272, The analytical solution and the numerical approximations
are evaluated at the points in time Z = { —1+nhy :n € {0,1,...,4M}}.
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Figure VI1.12. Simulation study of the Euler-Maruyama and Milstein scheme regarding SDDE (VI.37) with
commutative noise. Weset to =0, 7=1,T=3,a1 =0,a2 =—1,a3 =1, m=1,b} =—1,and & =1 + cos(nt)
for t € [-1,0]. Let X be the analytical solution of linear SDDE (VI1.25) with additive noise and g(z) = sinh(x)
for z € R. We simulated the analytical solution Z = g(X) of SDDE (VI.37) error-free using Example VI.1 and
Example V1.4 where M = 2'¢ and thus Ay = 275, The analytical solution and the numerical approximations
are evaluated at the points in time Z = { — 1 +nhy :n € {0,1,...,4M}}.
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Figure VI1.13. Simulation study of the Euler-Maruyama and Milstein scheme regarding SDDE (V1.37) with
commutative noise. We set to =0, 7 =1, T =3, a1 = -2, a2 =3, a3 =1, m =1, b} =2, and & = 1 for
t € [-1,0]. Let X be the analytical solution of linear SDDE (VI.31) with additive noise and g(x) = sinh(z)
for z € R. We simulated the analytical solution Z = g(X) of SDDE (VI.37) error-free using Example V1.2 and
Example V1.4 where M = 2'2 and thus Ay = 272, The analytical solution and the numerical approximations
are evaluated at the points in time Z = { —1+nhm:ne{0,1,... ,4M}}.
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Figure VI1.14. Simulation study of the Euler-Maruyama and Milstein scheme regarding SDDE (VI.39) with

commutative noise. Weset to =0, 7=1,T =3,a1 =0, a2 =4, a3 = —%, m =10, b} = —%, bi=1,03 = %,
by = %, b3 = —%, b =—1, b5 = —%7 by =1,08 = -3 b0 = —%, and & = 1 for t € [-1,0]. Let X be the

analytical solution of linear SDDE (VI1.25) with additive noise and g(z) = arctan(z) for z € R. We simulated the
analytical solution Z = g(X) of SDDE (VI.39) error-free using Example VI.1 and Example V1.4 where M = 2'¢
and thus Ay = 275, The analytical solution and the numerical approximations are evaluated at the points in
time Z={—1+nhy:ne{0,1,...,4M}}.
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CONCLUSION AND SOME OPEN PROBLEMS

Several new results on the convergence of the Milstein scheme are presented in this thesis. In
the following, we highlight the most important results and depict some open problems.

In Chapter IV, we proved that the Milstein scheme for SDDEs converges in SP([tg—7, T x Q; R%)
for arbitrary p € [1, oo[ with order o = 1, see Theorem IV.9 and Corollary IV.11. The considered
SDDEs are allowed to have random initial conditions that we thoroughly took into account in
our analysis of the convergence. Most terms of the expansion of the global error are estimated by
standard It6 calculus, whereas one term lacks the martingale property. Here, it is more difficult
to handle the supremum over time inside the expectation, and more sophisticated techniques are
needed in order to obtain the desired order of convergence @ = 1. The supremum over time was
estimated by means of Lemma IV.22. Further, we used techniques from the Malliavin calculus.
In this regard, we emphasize Lemma IV.19, which makes the Malliavin calculus applicable. The
result of Lemma IV.19 and the techniques used in its proof might be useful in other contexts as
well. They separate the SDDE’s initial condition, which is independent of the Wiener process,
from those random variables that are generated by the Wiener process. The latter were analyzed
with the Malliavin calculus. Here, we looked at arbitrary complete probability spaces and did
not limit ourselves to product probability spaces. As we assume a polynomial growth condition
on the second partial derivatives of the drift coefficient, we needed a more general chain rule,
which we stated in Theorem II1.9. In the proof of Theorem IV.9, we further used that the
solution of SDDE (II.1) with a deterministic initial condition is differentiable in the sense of
Malliavin, see Theorem II1.26.

Having proved that the Milstein scheme for SDDEs is convergent in SP([ty — 7,T] x Q;R%)
for arbitrary p € [1,00[, we obtained various corollaries. Using Lemma IV.3, the Milstein
scheme converges pathwise with order a = 1 — ¢ for arbitrary € > 0, see Corollary IV.12.
Moreover, if the SDDE under consideration has additive noise, the Milstein scheme coincides
with the Euler-Maruyama scheme, and thus, the Euler-Maruyama scheme converges in this
case in SP([tg — 7, T] x Q; RY) for arbitrary p € [1, oo with order o = 1 and pathwise with order
a =1 — ¢ for arbitrary € > 0 as well, see Corollary IV.13 and Corollary 1V.14.

If the SDDE under consideration does not satisfy commutativity condition (V.1), the Milstein
scheme involves iterated stochastic integrals that need to be approximated. Various approxi-
mation were analyzed in Chapter V. We proved that the simple Fourier method converges in
LP(Q;R) for arbitrary p € [2, 00], see Theorem V.2, and provided an algorithm for the approx-
imation of the delayed- and nondelayed-iterated stochastic integrals occurring in the Milstein
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VII. Conclusion and Some Open Problems

scheme, see Algorithm V.4. If the diffusion coefficients do not depend on the past history of the
SDDE’s solution, only non-delayed iterated stochastic integrals occur in the Milstein scheme
as in the case of SODEs. In this case, we further improved the approximation algorithm. We
proved the convergence of this new method in LP(£2; R) for arbitrary p € [2, oo as well, see The-
orem V.8 Theorem V.9, and Algorithm V.10. In Theorem V.11 and Theorem V.12, we further
presented a variant of Algorithm V.10, which might be valuable in case of high-dimensional
Wiener processes. The computational costs of these approximations were compared in Sec-
tion V.3. Especially here, it turned out that the methods derived in Section V.2 are much more
efficient than the approximation introduced by Wiktorsson in [136].

As we proved that our approximations of the iterated stochastic integrals are convergent in
LP(Q;R) for arbitrary p € [2,00[, we obtained, using Lemma V.16 and Corollary V.17, the
convergence of the Milstein scheme based on these approximations in LP(Q;R?) for arbitrary
p € [2,00[ with order @ = 1 and pathwise convergence with order « = 1 — ¢ for arbitrary € > 0
as well, see Theorem V.18 and Theorem V.19.

Most stochastic integrals that occur in the proofs of the results mentioned above can be esti-
mated using the Burkholder inequality. However, in Section I1.2, we derived more sophisticated
inequalities for time-discrete and time-continuous martingales whose constants are smaller than
those of the Burkholder inequalities, see Theorem II.5 and Theorem I1.6. Due to the smaller
constants, these inequalities are highly valuable in stochastic analysis for accurate estimates,
as for example in the numerical analysis of approximations of SDEs. As in the case of the
time-discrete and time-continuous Burkholder inequalities, the constants in Theorem II.5 for
the discrete Burkholder-type inequalities are best possible. However, it is an open problem
whether the constants are best possible in case of the time-continuous martingale inequalities
in Theorem I1.6 as well.

In Chapter VI, we finally provided some simulations that illustrate and confirm our theoretical
results on the convergence of the Milstein scheme. At first, we focused on analytical solutions
of SDDEs that can be simulated error-free, see Section VI.1. We derived solutions for various
SDDEs driven by multidimensional Wiener processes. Here, not only SDDEs with additive
noise are considered but also more general SDDEs that satisfy commutativity condition (V.1),
see Example VI.1, Example VI.2, and Example VI.4. Using these analytical solutions, we
provided some numerical simulation studies in Section VI.2. These are the first examples that
compare the Milstein approximation with the exactly simulated analytical solution.

In the following, we address some open problems that arose in the focus of this thesis and
provide motivations for further and future research.

Concerning the Malliavin calculus and the continuity of the Skorohod integral operator, the
precise constant in inequality (I11.18) from Proposition I11.25 seems to be unknown so far. As
the inequality is used in the numerical analysis, it is natural to ask for the best possible constant
of this inequality. We refer to [6, 88, 115] for some result on this constant.

For the convergence of the Milstein scheme, we supposed, among others, classical global Lip-
schitz conditions on the SDDE’s coefficients in Assumption IV.8. In further research, the
convergence under local Lipschitz conditions can be analyzed. The results in [2, 70] give in-
spirations on how to prove the pathwise convergence. In addition to [2], the convergence of
the Euler-Maruyama scheme for SDDEs under local Lipschitz conditions is also analyzed in
[83, 100].
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In order to reduce the number of function evaluations of the Milstein scheme and to make the
scheme easier applicable in numerical toolboxes, there is a high demand for efficient Runge-
Kutta scheme for SDDEs, cf. [125] in case of SODEs and [89] in case of SPDEs. Further, we
refer to [110] for a first approach in case of SDDEs, where d = D = m = 1.

Another type of Milstein scheme is the drift-randomized Milstein scheme that is proposed by
Kruse and Wu, see [81]. They considered SODEs with nondifferentiable drift coefficients and
prove the convergence by randomizing the drift coefficients. This introduced randomization
causes a martingale property concerning the drift coefficients. A similar approach might be
promising for SDDEs as well. Introducing this additional randomness in the Milstein scheme,
the order of convergence a = 1 could be proven without the Malliavin calculus. However, we
emphasize that this approach results in a different type of scheme than the Milstein scheme
considered in this thesis.

A further open problem is the efficient approximation of delayed-iterated stochastic integrals.
The difficulty compared to Algorithm V.10 in Section V.2 is that the dependencies of the
remainders of expansions (V.18) and (V.19) as well as random variables (V.25) on all intervals
between the discretization points must be taken into account in order to approximate the
remainders properly. Thus, for a fixed K € N, the remainders of the iterated stochastic integral
approximations [ (If’ij 7 introduced in Section V.1 have to be analyzed at once for all 7,5 €
{1,...,m},1€{0,1,...,D},and n € {0,1,..., N — 1}. Although the distributional properties
of the remainders must be analyzed all at once, it seems that an algorithm generating these
iterated stochastic integral approximations can be formulated sequentially like Algorithm V.4
if a Cholesky-type decomposition of the resulting conditional covariance matrix is used.

Furthermore, the savings of computational effort by Algorithm V.10 and its variant analyzed
in Theorem V.11 and Theorem V.12 are especially of interest if the underlying Wiener process
is high-dimensional, see Section V.3. Thus, it is promising to extend the approximations in-
troduced in Section V.2 to iterated stochastic integrals driven by Q-Wiener processes, cf. [90],
where an extension of Wiktorsson’s method is presented. The dimension of the Wiener process
approximating the Q-Wiener process driving SPDEs has to increase in order to obtain a higher
accuracy of the Milstein approximation of the SPDE’s solution. Hence, an extension of our
methods in Section V.2 to the case of iterated stochastic integrals driven by a -Wiener process
could supplant the algorithm proposed by Leonhard and Ro8ler in [90].

In this thesis, we focused on the strong and pathwise convergence of the Milstein scheme for
SDDEs. We did not consider weak approximations of solution X of SDDE (II.1). The weak
convergence of the Euler-Maruyama scheme for SDDEs is analyzed in [18, 140] for example.
However, efficient weak approximations like multilevel Monte-Carlo methods for SDDEs have
not been developed yet in contrast to SODEs, see e. g. [49, 56]. Our results on the convergence
of the Milstein scheme for SDDEs could be valuable developing efficient weak approximations.
In case of SODEs, we refer to [8, 30, 48, 50| for efficient algorithms involving the Milstein
scheme.
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see Assumption IV.8 7i)

see condition (V.1) on p. 129

see p. 9

see p. 9

see p. 9

see p. 27

constant in inequality (III.18)

constant in inequality (II1.22)

constant in inequality (V.54)

abbreviation of the Latin word confer — compare (to/with)
see equations (V.45), (V.46), (V.47), and (V.48)

see equations (V.49), (V.50), (V.51), and (V.52)
covariance

dimension of SDDE (II.1)

number of different positive delays in SDDE (II.1)

Malliavin derivative, see Definition I11.3, p. 31, Definition I11.13,
and p. 34

divergence operator, see Definition II1.10 and equation (III.16)
see Definition II1.6

see Definition I11.15

see p. 31

see p. 35

see p. 35

see Theorem II1.26

domain of function or operator f

expectation on (2,.7,P)

conditional expectation

ith unit vector if not otherwise stated

abbreviation of Latin exempli gratia — for example
bound in inequality (V.55), also see p. 149
o-algebra of (Q2,.7,P)

filtration that satisfies the usual conditions, see p. 5

o-algebra, see p. 7
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filtration, see p. 7

Gamma function, see p. 135 and cf. Lemma V.20
see inequality (IV.16) and Assumption IV.8 vi)
see inequality (IV.17) and Assumption IV.8 vi)

maximum step size of discretization {to,t1,...,tn},
see equation (IV.1)

equidistant step size in Chapter VI, see formula (VI.20)
abbreviation for L?([t, T]; Lus(R™;R))

abbreviation for L?([to, T|; Lys(R™; E)), see equation (I11.2)
selection matrix, see equation (V.27)

see p. 8

inner product of real separable Hilbert space E

see equation (I11.4)

see p. 28

identity matrix in R

image of function or operator f

see p. 132

see p. 139

see p. 132

cf. pp. 139 and 140

see equation (V.20)

cf. [136, Theorem 4.1] and p. 145

cf. p. 139 and Algorithm V.4

cf. equation (V.41) and Algorithm V.10
cf. equation (V.44)

cf. [136, Theorem 4.1] and p. 145

see p. 155

see equation (V.21)

cf. p. 139 and Algorithm V.4

short notation of >77", ftf hi(s) dW{, see equation (IIL5)
notation for ftf F; 6W; == §(F), see p. 38

constant of linear growth condition (I1.10)

constant of linear growth condition (II.11)

see Assumption IV.8 v)
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Notations

Koz see Assumption IV.8 v)

A Lebesgue-measure on R

li see equation (VI.26) and Example VI.2

L, global Lipschitz constant of drift coefficient a, see inequality (II.8)
Ly global Lipschitz constant of drift coefficient b/, see inequality (I1.9)
Ly see Assumption IV.8 i)

Ly see equation (VI.26) and Example VI.2

Ly see inequality (IV.16) and Assumption IV.8 vi)

Ly see inequality (IV.17) and Assumption IV.8 vi)

Le¢ see inequality (IV.18) and Assumption IV.8 vii)

LP(Q; E) see p. 7

LE(: E) ¢-measurable random variables in LP(Q; E), see p. 29

Lys(Eq; E9) space of Hilbert-Schmidt operators from E; to Es, see p. 28

L ([tn, tni1]; R) see p. 133

m dimension of Wiener process W

zVy maximum of z and y

T Ay minimum of x and y

N set of natural numbers

Np set of natural numbers with zero, that is, N U {0}

-] Euclidean norm

[-ll 20 (2;) see Definition I11.6

Il 70 (022 see Definition I11.15

IRIF norm on vector space FE

[-llF Frobenius norm

[l 5 (Ax2: B see p. 8

H’HLP(Q;E) see p. 7

-l 22 ;) see p. 29

”'||LHS(E1;E2) see p. 28

[l sp(Ax0:E) see p. 8

N(p, X) normal distribution with expectation p and covariance X
Q sample space of (2, .#,P)

@ Landau symbol, cf. [87, pp. 31, 59]
o Landau symbol, cf. [87, p. 61]
0,if partial derivative, see p. 9

Ly
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Notations

P probability measure of (2, %, P)
Ply probability measure P restricted to o-algebra ¢
P, permutation matrix, see equation (V.29)
(Q,Z,P) complete probability space
D¢ fundamental solution, see p. 198
R = R! real line
RY d-dimensional Euclidean space
R¥*J space of real matrices of size i x j
Ry set of all nonnegative real numbers
Ry see pp. 8788
RL see equation (IV.61)
Ré’zz see inequality (IV.109)
L see equation (IV.116)
RY see equation (IV.117)
0Oa see Assumption IV.8 v)
0 see Assumption IV.8 v)
SDE Stochastic Differential Equation
SDDE Stochastic Delay Differential Equation
SFDE Stochastic Functional Differential Equation
SODE Stochastic Ordinary Differential Equation
SPDE Stochastic Partial Differential Equation
~ with distribution
£l see equation (IV.14)
[S] see equation (IV.15)
(&) o-algebra generated by set &
05" see p. 147
Uf " see p. 147
2 covariance entries, see p. 209
2K, covariance matrix, see equation (V.34)
2K, square root matrix of Efn so that Efn = \/m \/?{(n, see p. 143
22{(” covariance matrix, see equation (V.35)
z5, covariance matrix, see equation (V.36)
Sk Schur complement, see equation (V.37)
Sk square root matrix of SX so that SK = |/SK./SK  sce p. 143
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Notations

AT
T(t, Xy)
T(t,Yy)

see Lemma V.6

see [136, Equations (4.5) and (4.7)] and cf. p. 144

see p. 8

set of R-valued smooth random variables, see Definition III.1
set of F-valued smooth random variables, see Definition II1.11
finite time horizon of SDDE (II.1)

starting point of SDDE (II.1)

point of discretization {to,t1,...,tn}, where ty =T

see p. 6

see p. 6

positive time lag in SDDE (II.1), see p. 6

transpose of matrix or vector A

short notation of (¢,¢t —7y,...,t —Tp, X4, X¢—vy, ..., Xt—1p ), S€€ . 7

short notation of (t,t —T1,...,t —Tp,Ys,Yir,,...,Ys—1,), see p. 64

T (1s1,Xs)+ 0(Xs— Xs))) short notation, see p. 73

Y
Var| ]
vec|]
w
wi
aw?
SWi

AW} = AW .,

AW,
AW .,
AW,
X

X¢

%m,m
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cf. Lemma IV.22

variance

cf. equation (V.23)

m-dimensional Wiener process, see Definition II.1

jth component of Wiener process W, where j € {1,...,m}
stochastic integration with respect to W7 in the sense of Itd

stochastic integration with respect to W7 in the sense of Skorohod,
see p. 38

see p. 132

(AW, ..., AW™T see p. 137

see p. 132

(AW, . AW T, see p. 137

solution of SDDE (II.1)

for emphasis of initial condition & of solution X of SDDE (IL.1)
initial condition of SDDE (II.1)

initial condition, see equation (IV.82)

approximation of solution X of SDDE (II.1), for example
Euler-Maruyama scheme (IV.13),

Milstein scheme (IV.33),

Milstein scheme (VI.38) for SDDEs with commutative noise



Notations

Y’ for emphasis of maximum step size h of Y

Y Milstein scheme based on approximated iterated stochastic integrals,
see equations (V.56) and (V.58)

Y for emphasis of maximum step size h of Y
Y/ set of all integers

2y deterministic initial condition, see p. 95
¢ initial condition, see p. 95
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