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 On Human-Machine Interfaces based on 

Electrical Brain Signals  

 

MEHRNAZ KHODAM HAZRATI 

ABSTRACT 

 

Nowadays brain machine interfacing (BMI) and its non-invasive branch, brain computer 

interfacing (BCI), is a marvelous scientific concept which describes any communication 

channel established directly from the brain, to the surrounding physical world by bypassing 

the natural neural-muscular peripheral system. The proliferation of sophisticated 

communication and electronic devices paved the way for a renaissance in brain computer 

interfacing. Each BCI is tailored for a specific application regarding the hardware employed 

and the computational techniques and algorithmic approaches used to form its elements. In 

this dissertation, novel mathematical methods as well as design considerations are combined 

to shape the imaginary-based BCI for control applications. For each application an overview 

of each component is presented and the entire system is evaluated. Each dataset was evaluated 

offline by calculating evoked potential (EP), power band spectrum and event-related spectral 

perturbation (ERSP) analysis. 

In order to design a BCI several mental strategies can be used. This project addresses 

EEG classification during limb movement imagination and relaxation. For this purpose two 

essential aspects should be considered. On one side, the quality of imaginary tasks performed 

by the subjects and their ability to control their mind affects highly the performance of EEG-

based BCI. On the other side, application of BCI systems heavily depends on the online EEG 

signal processing feasibility. During online experiments, the moving windows starting from 

the beginning of the trial were used for feature extraction and classification. Each trial session 

consisted of two consecutive phases, relaxation and hand movement imagination.  

EEG-based brain-actuated control requires a classifier to discriminate between mental 

states. In this way, online feature extraction and classification of EEG signals are the most 

important parts. I investigated in particular a selection of feature extraction schemes exploited 

for the proposed BCI paradigms. These feature sets can be categorized under three groups: 



IV 

 

Time-frequency analysis, fractal components, and higher order statistics. Initially the power 

spectrum was estimated to extract online features, which are theta, alpha, beta, and gamma 

power bands. The feature vectors were formed and fed into the classifier. There are many 

different types of classifiers, with some being far more effective than others. In this work, I 

investigated the effect of classification methods and their adaptation on the performance of 

BCI. The LDA, QDA and soft-SVM in the current work were implemented in a special 

architecture. The results demonstrated that the classification accuracy of ensemble SVM was 

significantly higher than that of the single SVM. The output of the decision making algorithm 

was presented to the subject during experiments as bio-feedback using simulated hand 

demonstration, a robotic hand prosthetics, a robot and an avatar in the virtual world. All 

experiments were carried out on human subjects. 
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Chapter1 

Overview and introduction1  

 

 

1.1. Motivation: Communication in a wider sense  

Theoretically, there are a myriad of possible communication methods between two 

humans (Arndt, 2001). Just using one’s five senses, the amount of information one can send 

or receive through each of their natural communication channels is amazingly high. In a 

primary sense, a body gesture or an obvious physical behavior can be interpreted as a 

communication signal and consequently can be understood easily by another person 

(Tomasello, 2008). On a more abstract level i. e. within the linguistic domain, as Noam 

Chomsky (1966) explains, a human is able to construct an infinite variety of sentences using a 

finite set of rules to convey an almost uncountable variety of messages (Chomsky, 2006).  

Beyond the capabilities of our conventional senses, we can also extend our 

communication with the outside world by exploiting technology (Daly I., 2012). 

Developments in computer science have changed our perspective towards machines and their 

usability. Nowadays machines are already inseparable parts of our lives within our wired 

world (Torrance, 1984); peer-to-peer computing is changing the way people interact (Loo, 

2003). Thus it may indeed be seen desirable to “upgrade” the human body to improve or 

augment conventional forms of human communication by establishing new 

electrical/mechanical control and communication channels (Coyle, 2010). It can be notably 

useful for people who undergo serious physical communication impediments, e. g. paralysis, 

blindness or deafness, but it could also give the healthy ones new communication 

opportunities. The plasticity of the brain is the key to its learning and adaptation capabilities 

which will be vital for the extension of both afferent (sensory) and efferent (motor) nervous 

structures in the future (Dennett, 1992) (Coyle, 2010). It does not, however, convey that we 

should all strive to become Cybernetic organisms, or, to use the term introduced by Professor 

Kevin Warwick (1998), Cyborgs, which are theoretical constructs that intimately and 

                                                           
1 Some parts of the present chapter have been peer reviewed and published in the papers written by Mehrnaz. Kh. Hazrati.  
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irreversibly integrate technology and biology. Yet, this construct offers an extended and novel 

sense of what it implies to be human (Daly I., 2012). 

The interface between humans and computers in any case seems to be more complicated 

than thought before (Kuebler et al, 2001). The ability to communicate decreases with the 

information transfer rate dramatically if in our natural communication model above a 

computer is substituted on the other side (Wolpaw et al., 2002). The reason for this is 

described well in a recent paper from Schalk, who discusses the theoretical and practical 

possibility for direct communication between the brain and computers (Schalk, 2008). Our 

central and peripheral nervous system is a massively interactive computational system with 

the ability to process extremely diverse and dense sensory inputs, store coded and selected 

information, express thought and control the available output system (Scarabino et al., 2003). 

The lack of intellect and consciousness in machines, on one hand and the different 

computational policy on the other, keeps the speed of this improvement down. Looking 

closer, there are even more substantial differences between the human mind and computers. 

Apart from the limitations in input/output structures, the brain is not simply a binary decoder 

and interpretation and comprehension are concepts beyond simple programming. According 

to the current view, the human brain seems to be a vastly parallel system which continuously 

receives information from the environment (Hubel, 1979). It has a high degree of adaptation 

along with prediction abilities which could be interpreted coarsely as intelligence (Torrance, 

1984). The human brain, in contrast to any computer, can plan, predict and postpone for a 

better or more effective result in the future (Tomasello, 2008). In a stunning paper, Alan 

Turing (1950) brings up a basic discussion about the computability of the brain’s actions and 

wonders whether an analogous model can be implemented on a computer to create a universal 

machine (Turing, 1950). The question entails challenges and remains unexplored.  

In bioengineering, human machine interfaces (HMI) or, equivalently, man machine 

interfaces (MMI) comprise literally any interaction between humans and machines other than 

those based on manual (or natural) contact. An interaction can involve one or more physical 

or cognitive aspects of humans such as the visual, auditory or tactile systems. Eye blinks, 

muscular signals and brain signal are common signals used in this area of research (Cannan et 

al., 2010). In practice each HMI system has a particular aim, performance level and set of 

limitations, but in theory is an upgrade to the human body. Among all disciplines, the 

symbiosis between the brain and computers is completely amazing. Brain machine interfacing 

(BMI) and its non-invasive branch brain computer interfacing (BCI) is a marvelous scientific 

concept to describe any communication channel established directly from the brain, to the 
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surrounding physical world by bypassing the natural neural-muscular peripheral system, 

either for control, communication (Graimann et al, 2010) or for conveying an intention, as 

Schwartz describes (Schwartz, 2007). The relationship between these concepts is highlighted 

in Figure 1.1. Wolpow et al. defines the direct connection of the brain to its environment as an 

“effective bypass” (Wolpaw et al., 2002).  

 

 

  

 

 

 

 

 

 

Figure 1.1: Hierarchical nomenclature of human machine interfacing: HMI comprises literally any interaction 

between the human and a machine other than those based on manual contact. Brain Computer interfacing is a 

non-invasive subgroup of Brain machine interfacing (Graimann et al, 2010).  

In the course of development up till now, computational techniques, physiological 

discoveries and hardware design have been used in combination giving ascent to some type of 

brain-machine wiring. There are complex and subtle concepts of mind consciousness and 

brain functional structure, whose boundaries are to be discovered. So the task is not mundane; 

the topic remains challenging with open problems in modern science and related 

philosophical debates. Brain computer interfacing comes in various guises and structures. It 

can be categorized based on the type of brain signal, whether the computation strategy is 

online or offline, and whether the scenarios are cue-based or self-paced (Cannan et al., 2010) 

(Graimann et al, 2010).  

1.2. Brain computer interface (BCI) 

Brain computer interfacing is an augmenting communication channel, which extends 

the ranges of human senses by establishing a direct connection between the brain and the 

outside virtual or physical world (Wolpaw et al., 2002). BCI is based on superficial brain 

signals alone (Figure 1.2), so no other biological signal is supposed to be any help to this type 

        Bladder control implant 

Deep brain stimulation 
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of communication (Graimann et al, 2010). Its initial goal is to establish a rehabilitation facility 

to patients who suffer from severe kind of motor impairments (Wolpaw et al., 2002).  

Forfeiture of movement control in humans is a problem that is common worldwide and 

has a deeply negative effect on the patient's quality of life. It is estimated that nearly five 

million people suffer from loss of voluntary muscle control around the world which impair 

them to communicate in a normal way (Kuebler et al, 2001). The causes are diverse and may 

vary from spinal cord injury, stroke to amyotrophic lateral sclerosis (ALS) disease (Society of 

Neuroscience, 2008).  

For the present purpose of BCI, two classes of syndromes may be distinguished: 1) 

Incomplete impairments of movement control when the patient is still able to communicate 

and BCI is used as a means to overcome the blocking of neural efference and control, e.g., to 

control movements of the right hand. Such syndromes are due to spinal cord lesions, which 

may lead to palsy of the two legs or (if the lesion is higher) to tetraplegia (palsy of all four 

limbs) or due to stroke (cerebral palsy) which may lead to hemiplegia (palsy of one side of the 

body) 2) Complete impairment of movement control when BCI is mainly used to provide a 

means of communication for the patient to the external world. This "locked-in syndrome" 

may be due to ALS or due to the stroke in the brain stem (Scarabino et al., 2003). ALS 

happens for unknown reasons, when brain and spinal motor neurons in the spinal cord begin 

to disintegrate (Society of Neuroscience, 2008). In people with ALS the motor neurons 

gradually degenerate, while their brain would maintain its intact cognitive function. When the 

disease reaches the last stage, they might lose all voluntary muscle control. Patients unable to 

communicate and unable to perform simple bodily functions are thus called "locked-in“ based 

on their mandatory need for full-time care (Townsend et al., 2010). 

Using technology one might communicate in a different manner with either the 

surrounding physical world or any virtual environment. BCI as a branch under HMI must 

fulfill several conditions (Cannan et al., 2010): The BCI-system needs to receive direct input 

from the brain by evaluating brain waves of the user in real-time to make the decision based 

on the information extracted from each segment of the data. It leads to a control command, a 

physical action on a real or virtual object or any communication sent to a device, while the 

subject observes its result as biofeedback. The entire scenario should rely on the subject’s 

intention or a time locked paradigm. Once restricted to specially equipped laboratories, BCI 

today is almost ubiquitous. There are several labs and BCI research groups, who actively 

work on new ideas all over the world (Allison, 2012).  
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Figure 1.2: Brain computer interfacing establishes a direct communication between the brain and the surrounding 

world (computer) and bypasses the afferent/efferent system. It may indeed be seen as a desirable way to 

“upgrade” the human body to improve or augment conventional forms of human communication by establishing 

new electrical/mechanical control and communication channels (Graimann et al, 2010) 

1.3. A review on the current trend 

Emerging from science-fiction stories like “Forbidden planet” in 1956 (Thomas, 2008) 

and well-known TV series like “Star Trek” in 1966 (Graimann et al, 2010) to the “Matrix” 

movies (Coyle, 2010), the ambitious idea of hooking up the human brain to a machine and 

translating the mere thinking power into physical or virtual actions has fascinated humans. 

Meanwhile scientist dealt with it as a serious research topic. In 1964 the neurophysiologist, 

Dr. Grey Walter investigated the brain signals of volunteer subjects while they were pressing 

a button. He found that the control signal actually appears before the movement happens. He 

introduced the concept of contingent negative variation (CNV) that appears following the 

conditional response (Walter W. G. et al., 1964). Later his research group reported that 

cerebral events resembling evoked potentials could also occur in the absence of expected 

stimuli (Weinberg et al, 1970). These early ideas established the fundamental viewpoint on 

designing such a system. Not being a science-fiction theme any more, in 1973 at the 

University of California Los Angeles (UCLA), Vidal introduced his online brain-based 

control game and the term brain computer interface to the research society (Vidal, 1973). 

Since then numerous BCI systems-under various guises- have been developed employing 

different signals and signal processing algorithms. They differ in design and performance 

level and address different groups of users. Building BCIs is an interdisciplinary field 

combining expertise in medicine, neurology, psychology, machine learning, statistics and 

signal processing, as well as philosophy (Kennedy et al., 2000) (Scarabino et al., 2003) 

Brain-Computer 

Interface 

Neuromuscular 

pathways 

Edited from original photo: M12156RG [RM] © www.visualphotoes.com 
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(Donoghue, 2007) (Schalk et al., 2007). Figure 1.3 depicts the general overview on the 

structure of a closed-loop Brain computer interface. Although BCIs were originally developed 

for assisting or augmenting human cognitive or sensory-motor functions, nowadays they are 

found in various applications for healthy users such as entertainment and gaming (Mason, 

2006) (Lebedev et al., 2006). Nowadays several research groups worldwide try to realize the 

dream of translating the mere thinking power into mechanical or virtual actions. The result 

from a review on current trends in BCI shows a technological transition from isolated 

demonstrations to systematic research and commercial development in this area (Brunner et 

al., 2011). BCI presents a broad range of applications from a simple binary decision maker to 

more complex and sophisticated prosthesis control systems (Allison, 2012). Although the 

development of BCIs shows promising results, in most cases the reported measures of 

accuracy and information transfer rates come from highly controlled studies in the laboratory 

with precise indications of which targets the users should pursue (Mason et al., 2005). The use 

of BCI is still very limited in serious clinical applications (Kuebler et al, 2001) (Allison, 

2012). 

 

Figure 1.3: A general overview of the structure of a closed-loop brain computer interface for diverse applications 

such as wheelchair control and virtual keyboard use (adopted from (Graimann et al, 2010)) 

Applying advanced EEG processing methods to real-time EEG analyses has been used 

in the polygraph system, also known as the lie detector (Heussen, 2010), trust assessments 

(BinAb R. et al., 2009), brain fingerprinting (Parasuraman, 2007), cursor control interfaces 

(Kalcher et al., 1993) and home automation (Farwell, 1986). Virtual keyboards allow users to 

compose phrases and sentences just by thinking. BCI systems for mouse control can be used 
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in 2D or 3D to facilitate interaction with the computer programs to access the internet (Schalk 

et al., 2007) (Daly I., 2012).  

Before embarking on a tour of technical designs of Brain Computer Interfaces, we will 

briefly review the human brain anatomy along with the mechanisms underlying the generation 

of brain activity, the brain signals and their recording history. The rest of this chapter provides 

a general introduction to the concept of human machine interfaces and presents a background 

of the available computational tools for analyzing the brain.  

1.4. Brain Anatomy 

After cardio-centrist historical debates, Hippocrates (460-377 B.C.) was the first major 

historical figure to suggest the brain as the center of our understandings and all of our feelings 

(Coyle, 2010). The human brain is still the most astonishing riddle to be unveiled. Each 

individual obviously has a unique mind affected by his genetics, training and environment, 

which is developed by the life experiences, yet there are still physiological and logical 

similarities rendering it suitable for investigation (Attwood, 1989). David H. Hubel (1981 

Nobel Prize Winner) describes the brain as a complicated, intricately woven tissue, like 

nothing else we know of in the universe (Hubel, 1979). This spongy three pound mass of fatty 

tissue controls all body activities and like every other living organ, is composed of cells. The 

central nervous system (CNS) embodies two main classes of cells. The majority of them has a 

protective and regulatory role and is called Glia. Neurons, on the other hand, are the brain’s 

primary computing elements (Hubel, 1979) (Rothwell, 2001) and are highly specialized cells 

responsible for the brains’ electrical functions. There are in total between one billion and one 

trillion active neurons inside the brain (Dayan et al., 2001). The number of neurons in the 

brain is very diverse amongst species. One estimate puts the human brain at about 100 billion 

(10��) neurons and approximately 4-6 quadrillion (10��) synapses (Thomas, 2008). Each 

neuron is able to “talk” to an average of 10,000 others (Society of Neuroscience, 2008). 

Neurons have characteristic that are unique remarkable among the cells of the body. Millions 

of neurons interact together in a complicated fashion which is more nuanced than just ones 

and zeros being coded. Each neuron seems to be an autonomous, analog computer of its own 

(Watson, 1997). There are electrical and chemical interactions which enable them to 

propagate signals rapidly over large distances. This is done by generating distinctive electrical 

pulses or spikes that can travel through nerve fibers (Attwood, 1989). A neuron simply signals 

its neighbors when it has information to be sent. Neurons are relatively slow processing 

elements compared to individual transistors elements in digital computers (Watson, 1997). 
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Thus, it is even more impressive to know that the brain can compute hundreds times faster 

than digital computers. The speed comes along with optimum power consumption (Watson, 

1997). The outstanding speed and efficiency of the brain is the corollary of the massive 

parallelism and synchronization of the brain's hundred million neurons. It also reflects the 

strain of the analog computing that governs the neurons. A neuron has perhaps a hundred 

internal electrical levels, giving it far more information content than the binary on-off of a 

digital switch (Attwood, 1989). And instead of treating all inputs in a similar fashion, neurons 

can weigh the input pulses coming from certain favorite neighbors with simultaneously firing, 

according to the theory known as Hebb’s rule (Lytton, 2002). The tiny junction where one 

neuron receives input from its neighbor acts as a little memory element. Thus, each neuron is 

aware of its previous inputs. This property dramatically increases the efficiency by reducing 

the need for data to be swapped during a computation. Figure 1.4 demonstrates the structure 

of a typical neuron (Attwood, 1989). 

 

Figure 1.4: Rough structure of a neuron. The stimulus travels from dendrites to the axon terminal bundle and 

after that is transmitted chemically to the next neuron (adopted from Attwood and MacKay (Attwood, 1989)). 

Dendrites are connected to either dendrites or the axons of other cells. They usually 

receive the impulses from other cells (Attwood, 1989). A stimulus travels along the axon. It is 

transmitted chemically, by the release of chemical neurotransmitters at the synapse, to send 

the message further (Attwood, 1989). The entire process of conveying the information is 

referred to the action potential (AP) (Sanei, 2007). There is a resting electrical potential of 

around -70mV between the soma (also called body of the neuron) and synapses which 

changes with variation in synaptic activities. When action potential starts, Na� ions rush into 

the cell and cause the electrical potential to rapidly change from -50 or -90mV to about 

+30mV (Roche Lexikon  Medizin,  2003).  This overshoot (depolarization) is then followed 

by a repolarization phase by closing sodium (Na�) channels and opening potassium (K�) 

channels. Usually after some millisecond, the cell returns to its resting potential (Sanei, 2007) 

(Dayan et al., 2001). Action potentials and synaptic currents transferred between the synapses 

contain information and are responsible for the functionality of the CNS (Scarabino et al., 
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2003). Neurons usually have a fantastic isolating cover, called the Myelin sheath, discovered 

by Rudolf Virchow (1821-1902), which speeds the transmission of electrical signals along the 

axon by saltatory conduction (Attwood, 1989). Neurons represent and transmit information by 

producing sequences of spikes in various temporal patterns. Axons code the information in 

time and propagate pulses in an “all or none fashion” called action potentials (Rothwell, 

2001). Neural coding and measurement of stimulus characteristics, for instance the intensity 

of light or sound, as well as motor action, such as attributes of a limb movement are studied in 

the field of computational neuroscience (Chapin, 1999) (Schwartz, 2007). The brain is well 

structured and highly organized. Each group of neurons typically constitutes a functional 

section of the brain. A rough lateral and median view of the brain can be seen in Figure 1.5.  

 

Figure 1.5: Lateral and medial view of the major parts of the brain: Frontal, Parietal, Temporal and Occipital 

lobes (Sanei, 2007) 

Each part is dedicated to a particular task or contributes to a series of functions. The 

brain cortex serves as the center for thought, perception and memory. The major sections of 

the cerebral cortex are the frontal lobe, the parietal lobe, the temporal lobe and the occipital 

lobe. Each lobe is known to be responsible for a set of predefined functions (Scarabino et al., 

2003). However, some particular regions could be associated with more than one task or 

function. In addition, accomplishing more complex functions, like speech or vision, needs 

cooperation between several regions of the brain (Daly I., 2012). The frontal lobe is credited 

for the highest intellectual functions such as planning and problem-solving (Daly I., 2012). It 

is also known that during mental tasks different regions within the brain have interaction or 

cross-talk (Vuckovic et al., 2008). Although the detailed mechanisms are still not completely 

understood, the synchronized electrical activities of groups of neurons in the cortex contribute 

to electrical potentials measurable on the surface of the scalp (Berger, 1930) (Nunez, 1981). 
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1.5. Brain signals 

Brain activity in humans starts between the 4th and 5th month of prenatal development 

and not only reflects the brain functioning labor but also signifies the status of the entire body 

all over life (Sanei, 2007). The acquisition and processing of brain activity as a noise-like 

non-stationary signal requires accurate hardware and highly advanced computational 

methods. A successful trial was done initially in 1875 by an English scientist, Richard Caton 

(1842-1926), who used a galvanometer to measure the electrical brain activity from a human 

for the first time (Sanei, 2007). There has been a huge effort since then to localize and 

categorize the brain signals regarding the input presented to the brain or the output recorded 

from the peripheral limbs. Many researchers started to observe cerebral electrical activity over 

the cortex. Ernst Fleischl von Marxow (1845–1891) for example reported on observed visual 

cortex activity in animals (Fleischl, 1890). The inception of brain electromagnetic 

measurement was reported in 1912 by Vladmir Pravdich-Neminsky (1879-1952) who 

recorded the brain electrical activity called electrocerebrogram from the dura in dogs (Sanei, 

2007). In the same years, graphical representations from external electrical stimulation of 

brain measurements were shown by Napoleon Cybulski (1854-1919) from an epileptic seizure 

in a dog (Sanei, 2007). In 1903 Willem Einthoven introduced his more accurate device for 

photographic recording of brain activity (Sanei, 2007). Later in 1928, the discovery of human 

brain signals under the current name of Electroencephalography by Hans Berger (1873-1941) 

changed the traditional view of the human mind and opened a new door to a fascinating way 

of understanding the human brain (Berger, 1933). He reported the first EEG recording using a 

bipolar electrode mounted on fronto-occipital sites in 1929 (Berger, 1930). 

The neologism of Electro-encephalo-graph (EEG) then was used to describe the 

recording and demonstration (Figure 1.8) of the brain’s electrical activities (Electro) emitting 

from the brain (Encephalo). Understanding the mechanisms underlying the generation of 

brain activity along with neuro-physiological and electrical aspects of the recording makes the 

EEG a coarse but valuable view on functionality of the human brain (Sanei, 2007). Discovery 

of EEG activity opened a window to the topography of brain function. It is now accepted that 

EEG reflects the integrative activities of synaptic potentials of millions of pyramidal cells in 

the cerebral cortex (Dayan et al., 2001). It means that extracellular ionic currents caused by 

dendritic electrical activity make the electrical potentials of the scalp and EEG (Wickelgren, 

2003). So the ionic currents involved in the generation of fast action potentials contribute little 

to the averaged field potentials representing the EEG (Wickelgren, 2003). Although it can 

only detect large-scale neural dynamics, it is a rich information source and plays an important 
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role in monitoring and controlling of brain function as well as in clinical diagnostic 

applications. It is a good tool for detecting different physiological and pathological conditions 

(Sanei, 2007).   

EEG is the main source of brain signals used in BCI research (Dornhege et al., 2007). It 

can be recorded as a time-varying difference in voltage between an electrode placed over the 

scalp and a reference electrode attached to the earlobe or other part of the body (Parasuraman, 

2007). There are alternative recordings approaches such as Magnetoencephalography (MEG) 

(Dornhege et al., 2007), functional magnetic resonance imaging (fMRI) interpretation 

(Dornhege et al., 2007), positron emission tomography (PET) (Sanei, 2007), analysis of near 

infrared spectra (NIRS) (Karat et al., 2010), and thermography (Graimann et al, 2010). 

Magnetoencephalography (MEG) is a method for recording the magnetic fields associated 

with brain activity. fMRI and NIRS are both hemodynamic based techniques which measure 

small changes in the blood oxygenation level-dependent (BOLD) signals associated with 

cortical activation (Graimann et al, 2010). There is a clear correlation between absorption 

spectrum in the near-infrared wavelength and the change of oxy- and deoxy-Hb concentration 

in the tissue, which is in fact affected by the metabolic activity (Karat et al., 2010). 

All mentioned methods are promising modalities for acquiring signals from the brain in 

a non-invasive way and have been employed for the development of brain–computer 

interfacing. However, there are drawbacks which make them unsuitable for a long-term 

solution in most BCI applications: MEG and fMRI are costly and bulky devices. PET and 

MRI suffer from poor temporal resolution (Coyle, et al., 2004). In the future NIRS may 

provide both temporal and spatial resolution (Coyle, et al., 2004), but this technique is still in 

an early stage of development and currently has poor temporal resolution (Graimann et al, 

2010). 

1.5.1. Invasive vs. noninvasive recording 

Brain activity takes place on the molecular scale through electro-chemical processes and 

produces due to ion fluxes a variety of magneto-electrical signals that can be measured on 

different levels of resolution using diverse recording technologies (Dornhege et al., 2007). In 

general, there are three different approaches to detecting the brain’s electrical activity: EEG, 

electrocorticograph (ECoG), and intracortical recordings (Schalk, 2011). EEG is a non-

invasive approach, whereas other deeper, yet more precise approaches - ECoG and single 

neuron electrodes are considered invasive (Blakely et al., 2009). The level of invasiveness 

depends on the place of the electrode as is shown in Figure 1.6. For EEG recording the 

electrodes are placed over the surface of the scalp and for ECoG recording they are usually 
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mounted over the cortex, e. g. primary motor cortex (Hochberg et al., 2012). ECoG does not 

damage any neurons (Schalk, 2010). Intracortical recording electrodes (O'Doherty et al., 

2009) penetrate the brain tissue. By using this range of methods, the spiking of individual 

neurons can be recorded (Dornhege et al., 2007). 

Pioneered in the early 1950s by Penfield and Jasper, Electrocorticography (ECoG) or 

intracranial EEG (iEEG) systems used electrodes placed on the exposed surface of the brain 

directly under the skull to gather rhythmic neural activity created by a large group of neurons 

in the cerebral cortex (Donoghue, 2007). The cortical potentials recorded by ECoG led to 

higher spatial resolution, broader band width, higher signal to noise ratio and less sensitivity 

to motional artifacts compared to recordings from the scalp (Schalk, 2010). This fascinating 

technology is usually used to identify epileptogenic zones in patients (Palmini, 2006) but in 

the future these signals could be targeted as the input to a Brain Computer Interface (BCI) 

(Jackson, 2012). Achieving higher reliability and accuracy is the agenda for designing and 

developing these new generations of HMIs. Signals recorded within the cortex would be 

better candidates to encode more information and might support BMI systems that require 

shorter training than EEG-based systems (Schalk, 2010), however in practice this issue 

demands more medical and technical consideration (Graimann et al, 2010). Current research 

targets their immediate use to augment the control abilities of amputees to steer the movement 

of a prosthetic hand and its fingers (Hochberg, et al., 2006). 

 

(a)                                                                     (b) 

Figure 1.6: (a) A cut of protective layers of the Meninges: dura, arachnoid and pia matter are common recording 

domains (Schalk, 2011).  (b) Three different approaches to detect the brain’s electrical activity: EEG, ECoG, and 

intracortical recordings (Graimann et al, 2010) 

Almost four decades ago, the first BMI experimental endeavor was undertaken by 

implementing an electrode on the motor cortex of monkeys (Fetz, et al., 1975) and training 

the brain to be able to control the external limb. Later on, similar research was done on rats 

(Nicolelis, 2001) to teach rats to access a sip of water by thinking about pushing a lever. This 
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group recently introduced a closed-loop BMI for the first time, in which macaques were able 

to steer a robotic hand to grasp an object and simultaneously get tactile feedback (O'Doherty 

et al., 2011). The two dimensional movement of cursors or robotic arms were also 

successfully achieved by using the electrical signals captured form implanted electrodes in the 

rats or monkeys cortex (Carmena et al., 2003) (Lebdev et al., 2006). In 2003, as Science 

reported, a grid of 100 electrodes was surgically implanted into the brain of a young 

quadriplegic man. After establishing the BMI connection and performing the training session, 

he was able to check his emails or choose a TV channel by controlling his thoughts 

(Wickelgren, 2003). In 2007, a BCI based on an electrode implanted into the motor cortex of 

the human brain was successfully developed (Schwartz, 2007). One year later, Pistohl et al. 

reported the early stage development of neural interface systems (NISs), which was based on 

an intracortical microelectrode sensor. The initial human test was carried on paralyzed people 

where their motor cortex derived the control signals (Pistohl et al., 2008).  

Invasive approaches without doubt lead to better signal quality, but at the cost of 

increases surgery risks and long-term safety considerations (Blakely et al., 2009). Ethical 

concerns, financial considerations and risk of neurosurgery usually prohibit the ECoG 

implementation for healthy BCI subjects and make it impractical for normal people (Blakely 

et al., 2009). Most research has been done on subjects who undergo neurosurgery for other 

purposes, such as treatment of epilepsy. These patients typically wear an ECoG system for a 

short time before it is removed, hence really efficient training and long-term studies are not 

possible (Graimann et al, 2010). A recent study from the University of Pittsburg reports a 

successful implementation of an ECoG BCI on a volunteer paraplegic patient, who achieved a 

satisfactory result in her hand control actions (Hochberg et al., 2012).  

When it comes to potential BCI applications for everyday use, despite the benefits of 

ECoG recording, EEG has clear advantages. It provides a unique opportunity in terms of 

wearability and cost with acceptable temporal resolution, compared to other neuroimaging 

techniques. For these reasons, the field of Brain Computer Interfacing is largely based on 

EEG (Lebdev et al., 2006). EEG is also used extensively in other research areas such as 

neuroscience, cognitive science, and cognitive psychology (Society of Neuroscience, 2008). 

Special attention must be paid to the acquisition, analysis and processing of brain signals, 

since numerous clinical diagnoses and real-world applications rely on the information 

provided by the processing system (NaitAli, 2009). 
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1.5.2. Brain signal processing 

Brain signals are believed to contain useful information not only about the brain but also 

about the entire body. Both EEG and ECoG deliver quite complex signals for processing, 

which spreads out the cumulative sum of dendritic activity and postsynaptic potentials from 

millions of neurons working together (Society of Neuroscience, 2008). Within these 

synchronized sources, ones that modulate movement activities or motor behavior are of most 

interest to be isolated and applied in an indirect control application (Wolpaw, 2012). However 

working with these signals is similar to try to perceive the result of a soccer match by just 

listening to the applause of audiences. In order to extract the hidden information in the brain 

signal many sophisticated acquisition and processing algorithm are required. This is the main 

impetuses behind applying advanced digital signal processing algorithms to the 

electroencephalogram signals measured from the brains of human subjects.  

In order to record EEG brain activity, scalp electrodes are often mounted according to 

the standard 10-20 system. It is an internationally recognized and widely accepted measuring 

standard for EEG recording which was introduced in (Binnie et al., 1982). The scheme was 

developed to ensure standardized reproducibility for comparable studies over time and over 

different subjects (Dornhege et al., 2007). It is based on the proportional distances over the 

scalp, accounting for subjects head shapes and sizes. So the total distances for front-to-back 

and the right-to-left of the skull are first measured and the actual distances between neighbor 

electrodes are set to the segments of either 10% or 20% of those measures in each direction 

(NaitAli, 2009). Electrodes are usually identified by a letter indicating the recorded site 

followed by a letter indicating its position on the hemisphere. The first letter of each 

anatomical lobe, i.e. frontal, temporal, central, parietal, and occipital has been selected for this 

purpose. The letter "C" is used for identifying the central area and when electrodes are placed 

on the midline the letter "z" (zero) is added to their names. Electrode positions on the right 

hemisphere end in even numbers (2, 4 …) while the electrode positions on the left hemisphere 

end in odd numbers (1, 3 …). Moreover, the letter codes Fp and A identify the frontal polar 

and earlobes sites, respectively (Binnie et al., 1982). Often the earlobe electrode is called the 

reference electrode (NaitAli, 2009). Electrodes positioned over the frontal head are usually 

used to record eye blink or eye movement artifacts (Tatum et al., 2011). The number of 

electrodes required for signal acquisition depends on the application. Figure 1.7 gives a three 

and two dimensional view of the most commonly used electrode positions (Sanei, 2007).  
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In order to render the faint scalp signal suitable for further processing and visualization, it has 

to first pass through the amplification stage. The digital computing will be applied when the 

amplified signal passes through an analog to digital (ADC) circuit.  

 

Figure 1.7: A diagrammatic representation of the 10–20 system (representing the three-dimensional measures) 

for EEG electrode positions including the reference electrodes: (a) shows the position of electrodes on the left 

side of the head, and the right side, (b) shows the view from above the head, and (c) shows a two-dimensional 

electrode configuration for 64 electrodes (Sanei, 2007).  

 

Filtering could be applied either before or after this step to enhance the quality of the signal 

and to improve the signal to noise ratio (SNR). Different kinds of artifacts, either biological e. 

g. breathing and Electrocardiogram (ECG), electro-occulogram (EOG) or non-biological such 

as power supply and device noise, could affect the brain signal analysis. Electronic or digital 

filters, however, are intended to clean up these changes without adding any extra distortion or 

undesired changes to the signal. A low-pass filter with a cut-off frequency below 70Hz is 

usually applied to reduce the power of high frequency noise. High-pass filters with a cut-off 
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frequency of approximately less than 0.5 Hz are used to reduce the very low frequency 

components of DC lines and breathing artifacts. The dominant 50 Hz power supply noise can 

be perfectly eliminated by using a notch filter with a null frequency of around 50 Hz or 60 Hz 

depending on the country. Figure 1.8 depicts 5s record of EEG signals in this project during a 

mental task gathered from 8 different electrode positions bases on10-20 system. A blink 

artifact is seen in the middle of recording. 

 

Figure 1.8: A sample of recorded signals in this project- a 5s record of normal EEG signals during a mental task 

gathered from 8 different electrode positions using the 10-20 system. 

1.5.3. EEG Power Spectrum  

The power spectral density describes “How much energy is contained at which 

frequency?”  This method, however, assumes the signal does not change with time, i. e. it is 

stationary (Haykin, et al., 2007). The spectrum can only present the average power 

distribution in frequency domain but it is blind to the information in time domain. A fast 

method called Fast Fourier transform (FFT) was introduced in 1965 by Cooley and Tukey to 

compute power spectral analysis. Since then the FFT algorithm has become the most common 

approach to quantify the power distribution in EEG (Zhou-Yan, 2003) and to apply its 

frequency analysis on digital computers (Sanei, 2007). Brainwaves can be thought to consist 

of sinusoidal waves in specific bands of frequency or ranges. The power of each frequency 

band is proportional to the number of synchronized neurons working with that particular 

frequency (Pfurtscheller, 2006). Based on these frequency activities the spectrum of the brain 

signal can be segmented. This segmentation is not unique and might be described divergently 

in various documents (Sanei, 2007). By applying the power spectral analysis to the brain 
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signal and filtering the different frequency ranges, the general rhythmic activity of the brain 

can be observed. Band power features are the most common and successful features used in 

the BCI field  (Townsend, et al., 2006). They are also very common and successful in clinical 

applications (Niedermeyer et al., 1999). The spectrum of brain waves ranges from 0.5 to 500 

Hz (Sanei, 2007), but usually the frequencies above 100Hz are not considered for analysis 

(Townsend, et al., 2006).  

Important frequency bands waveforms are commonly divided  in  five  major  groups of  

frequency  ranges  (Townsend, et al., 2006) that  are  more  clinically  relevant (Niedermeyer 

et al., 1999). Typical dominant normal rhythms in EEG signals consist of: the delta (0.5-4 

Hz), the theta (4-8 Hz), the alpha (8-13 Hz), the beta (13-30 Hz), and the gamma (30-70 Hz). 

There are other waveforms introduced by researchers based on different research interests but 

they are usually bonded to a particular task (Sanei, 2007). Among them: phi (less than 4 Hz) 

(Silbert et al., 1995), chi (11-17 Hz) (Silbert et al., 1995) and sleep spindles (11-15 Hz) 

(Hubel, 1979) are particularly popular (Sanei, 2007).  

The power and amplitude of these bands change over time and are location dependent 

too. These spatio-temporal changes can be considered signs of brain activity or mental state 

such as attention, concentration, sensory stimulation, movement action and also some 

neurological or mental diseases (McFarland et al., 1997) (McFarland et al., 2006). Delta (δ) 

rhythm (0.5-4 Hz) is a high amplitude brain wave which is normally seen during deep sleep in 

adults as well as in infants and children (Niedermeyer et al., 1999). A strong presence of this 

band in awake adults can be a sign of an underlying brain lesion or may be indicative of a 

mental disorder (Blume et al., 1999). Theta (θ) waves (4-8 Hz) are typically a sign for low 

levels of alertness and mostly can be seen during waking up/falling asleep states (hypnagogic 

states). They are generated from the interaction between frontal and temporal lobes (Sanei, 

2007).  It is assumed that the predominance of these waveforms can be associated with 

thinking, memory consolidation and image-based and creative-intuitive activities 

(Niedermeyer et al., 1999) (Society of Neuroscience, 2008). Alpha (α) rhythm amplitude (8-

13 Hz) is generated normally during the rest or relaxed state and it is attenuated when eyes are 

open or the individual becomes alert (Sanei, 2007). This band which has a center frequency 

around 10Hz is traditionally associated with pure awareness without processing and can be 

detected primarily in the occipital lobe (Berger, 1933). Beta (β) rhythm is seen in humans 

during concentration or mental activity (Blume et al., 1999) in the frontal and parietal lobes 

(Lytton, 2002). There are strong evidences that both alpha and beta rhythms are important for 

characterizing the imagination of the tongue, feet, left or right hand movements in the motor 
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cortex area (Pfurtscheller et al., 1997). Mu (µ) (8-12 Hz) or beta (15-25 Hz) rhythm amplitude 

can be easily controlled by trained subjects (Pfurtscheller, et al., 2000). Beta band is divided 

into two sub bands: Beta1 (15-18 or 16-20 Hz) and Beta2 (20-38 Hz). Beta1 is more 

associated with the body presence and can be observed during the physical stillness. The 

upper frequency sub band in the Beta is associated with the active alert state including 

learning, task completion, and staying focused (Durka PJ., 2006) (Parasuraman, 2007). 

Gamma (γ) rhythm (also called fast beta wave) has a frequency above 30 Hz and is associated 

with hyper-vigilance or a highly focused state and to some extent has been correlated with 

anxious rumination (Graimann et al, 2010). Figure 1.9 (a) shows a typical demonstration of 

rhythmic activity of EEG. Each band has a specific spectral pattern over the scalp (Figure 1.9 

(b)).  

        

Figure 1.9: (a) A typical demonstration of frequency bands in EEG signals; Delta, Theta, Alpha and Beta.  

Aside from these rhythms, there are some transient fluctuations which can be recorded 

over the scalp during mental activities or external stimulation. 

1.5.4. Evoked potentials and event related potentials 

Evoked potentials (EP) are elicited by any physical stimulus, consisting of a series of 

positive and negative deflections, largest at scalp sites overlying the modality-specific cortex: 

lateral occipital sites for visual stimuli, temporal and central sites for auditory stimuli, centro-

parietal sites for somatosensory stimuli. Some researchers suggest that they are a result of the 

reorganization of the phases in ongoing EEG (Graimann et al, 2010). The term "event-related 

potential" (ERP) was coined to cover components of the EP that go beyond the mere 

reflection of physical attributes of a stimulus (and consequently do not have a modality-
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specific scalp distribution any more). The first published ERP component was the above-

mentioned CNV (Walter et al., 1964). The most well-known ERP component is the P300, 

which is a positive change in EEG signal that occurs around 300 milliseconds after a relevant 

and/or infrequent stimulus, usually largest at parietal midline sites (Nijboer, 2008). P300 has 

been used successfully for developing a group of BCIs (Graimann et al, 2010).  

Of particular relevance in the present context are movement-related ERPs. The 

Bereitschaftspotential (BP) (or "readiness potential", RP) has been first described by 

Kornhuber and Deecke (1965). Usually when no external stimulus is provided and the 

subjects are asked to repeat movement tasks in their pace for several times, BPs are good 

evaluation method. The decision making phase can be seen in the first period of BPs, while 

the period related to the preparation for the movement is joined with the second phase of BPs. 

Each phase affects different brain areas. In the first phase, mainly a large negativity can be 

observed over the supplementary motor area with the maximum at the center point Cz, and 

during the second phase the larger negativity is generated over the lateral motor cortex 

M1with stronger negativity in contralateral compared to the ipsilateral area of the involved 

hand (review: Shibasaki & Hallett, 2006). In the case that the experimental paradigm 

determines the pace of the movement through an external trigger, the first phase might be 

disappeared (Waszak et al., 2005) (Baker, Piriyapunyaporn, & Cunnington, 2012) and the 

second phase is called lateralized readiness potential (LRP) (Coles, 1989). 

1.5.5. Event-Related Synchronization/ Desynchronization (ERS/ERD)  

In order to analyze the changes related to sensory stimulation and motor behavior in the 

electrical activity of the cortex two different approaches are applied. In the first approach, i.e. 

ERP method, both time-locked and phase-locked changes are extracted from the ongoing 

EEG activity by applying averaging or other simple linear methods. This method is not proper 

for the induced changes which are time-locked but not phase-locked. In contrast to the ERP 

averaging, non-linear algorithms such as power spectral analysis or envelope detection should 

be applied to extract  these changes (Pfurtscheller, 1992) (Graimann et al, 2010).  

The fact about the time- and phase-locked responses can be explained in terms of the 

response of a stationary system and a non-stationary system. It can be assumed that an 

external stimulus induces existing neuronal networks of the cortex which will be both time- 

and phase-locked. In contrast, a change in the ongoing activity can be induced by applying the 

changes in the functional connectivity within the cortex. Consequently a class of BCI systems 

exists, that is based on the changes in the power of EEG rhythms corresponding to an event 
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(Karat et al., 2010). These changes, called Event-Related Desynchronization (ERD) and 

Event-Related Synchronization (ERS), can usually be seen in alpha and beta band during or 

right before a movement is executed (Pfurtscheller et al., 1993). Desynchronization yields a 

decrease in the power of the EEG rhythm during or before an event occurs. Conversely, 

Synchronization causes an increase in amplitude of an EEG pattern corresponding to the 

event. To assess either a decrease or an increase in brain power at a given frequency, one 

needs to compare brief reference periods like some few seconds before a movement takes 

place. ERD and ERS are usually used as features to detect the mental tasks related to the limb 

movements (McFarland, et al., 2000). Beta ERS occurs immediately after movement 

(Pfurtscheller et al., 1997). Gamma oscillation (30-45 Hz) in the form of ERS has been seen 

before movement binding to sensory and motor information (Pfurtscheller, 1992). It is 

assumed to be a carrier for the alpha and lower beta oscillations (Cheron, et al., 2007). It has 

been reported that alpha ERD represents the motor-related cortical activity more clearly than 

beta ERD does (Pfurtscheller, et al., 1999) (Durka PJ., 2006). During imagination of 

movement, amplitude attenuation happens in µ (8-13Hz) and central β (13-24Hz) oscillations 

at the contralateral sensorimotor area (Pfurtscheller et al., 2001). Amplitude enhancement also 

happens within the gamma band at the ipsilateral hemisphere (Pfurtscheller et al., 1997). 

1.5.6. Event-related Spectral Perturbation (ERSP) 

Makeig introduced a new method based on non phase-locked computation of a series of 

trials (Makeig, 1993). The aspect of information revealed by ERSP is not attainable while 

using ERP average of the same response epochs (Makeig, 1993). ERSP is a measure of event–

related brain dynamics which is in principle a generalization of the ERD (Makeig, 1993). The 

ERD analysis is typically applied to a narrow band EEG. The full-spectrum ERSP, in contrast, 

covers the broad-band EEG frequency and presents the information over time. Consequently, 

it may yield to the better understanding of brain dynamics. The average relative changes in 

the dynamic of the EEG signal, can be captured by ERSP locked to a certain time point or the 

experimental event. The algorithm measures the amplitude of the EEG spectrum regarding an 

experimental event. It is assumed that similar experimental events induce fluctuations in the 

EEG spectrum that can be measured in average by ERSP (Cheron, et al., 2007). 

The first step in computing an ERSP is calculating the baseline. The EEG signal 

preceding each event is used to calculate the baseline for each frequency. Then the 

overlapping windows scan the epoch data and the corresponding amplitude spectra passes 

through a moving average filter. In the next step, each filtered spectral transform is 
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normalized regards to its corresponding mean baseline spectra. Finally, all normalized 

responses calculated from different trials are averaged to generate the ERSP, which is usually 

plotted as a time-frequency plane showing the log amplitude of relative spectral values 

(Makeig, 1993) (Bradley, et al., 2009). 

These characteristics have a wide use in developing some of the recent BCI systems 

(Karat et al., 2010). Event-related potential (ERP) (Pfurtscheller et al., 2001), steady state 

visual evoked potential (SSVEP) (Kelly et al., 2005), slow cortical potential (Birbaumer et al., 

2000), and P300 (Nijboer, 2008) are some famous and meaningful patterns among others 

(Allison, 2012). 

1.6. Mental strategies for BCI 

BCIs at the current stage of development are able only to decipher particular patterns in 

the brain signal which correspond to specific events or a limited number of predefined mental 

tasks for the subject (Sanei, 2007). From this point of view, each BCI can be categorized 

under a subgroup according to the mental strategy it employs (McFarland et al., 2006) (Karat 

et al., 2010). The mental strategy is the foundation for building the other elements of BCIs. It 

determines the experimental strategy and the design approach. More specifically, the task 

required to be accomplished by the subject, the amount of training that the subject has had and 

the design selection of both hardware and software are all affected by this factor (Sepulveda et 

al., 2004). In order to develop such a system various strategies were employed (Mason et al., 

2005) (McFarland et al., 2006). Motor imagery, steady state visual evoked potentials and 

P300 are common approaches (Nijboer, 2008). Two new branches of BCI, known as affective 

BCI and cognitive BCI (Daly I., 2012), respectively work based on emotional and cognitive 

states of the subject. Figure 1.12 demonstrates an overview on available BCI design 

strategies. 

1.6.1. P300-based BCIs 

P300-based BCIs form a popular class of BCIs which works based on selective attention 

in an oddball experiment paradigm. In this group of BCIs, the user should explicitly focus his 

gaze and pay attention to the external stimuli. When the preselected number or character is 

shown on the screen, an evoked potential called P300 appears in the brain signal (Mason et 

al., 2005). A screen shot of a typical P300 speller can be seen in Figure 1.10.  

This BCI setup can be exhaustive in long-term usage, since the subject is constantly 

confronted with stimuli. Furthermore, some patient groups might have problems in focusing 
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their gaze properly and therefore communication based on visual evoked potentials will not be 

reliable. Virtual keyboards or Yes/No questions are examples of this type of BCIs 

(Schouenborg, 2011) (Nijboer, 2008). Most of the people are able to control a BCI with this 

method (Guger, et al., 2009). P300-based BCIs are currently a popular topic in gaming and 

assistive technology development (Kaplan et al., 2013) (Halder, et al., 2013). 

             

(a) 

 

(b) 

Figure 1.10: (a) A screen shot of a typical P300 speller. The user should select the Letter H. Each row and 

column blinks in a random order. In every trial all rows and columns are intensified. (b) P300 amplitude at 

300ms and the activation of P300 at centro-parietal regions of brain (Schouenborg, 2011). 

1.6.2. Steady State Visual Evoked Potential (SSVEP) based BCIs 

SSVEP-based BCI systems work based on an external visual stimulus which has a 

constant flickering frequency. SSVEP is elicited by repetitive visual stimuli (Dornhege et al., 

2007). Using this paradigm, the BCI user needs to focus his gaze for several seconds at the 

flickering option on the screen. The structure of the test is designed in such a way that usually 
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up to four different frequencies between 8 and 20Hz are selected. The brain signal usually 

follows the dominant frequency and shows the higher power for the observed frequency in the 

power spectrum (Kelly et al., 2005). The same frequency and its second and third harmonics 

can be detected in the power spectrum (Bin G. et al., 2009). Fig. 1.11 shows a screen shot of a 

typical SSVEP experiment. 

 

Figure 1.11: (a) A screen shot of a typical SSVEP experiment. (b) Power spectrum of the signal recorded during 

the experiment, when the subject looked at a button flicking in 8Hz. 

1.6.3. Slow Cortical Potential (SCP) based BCI 

This class of BCIs relies on changes in cortical potential below 2 Hz. SCPs are the 

voluntary production of negative and positive potential shifts in EEG (Hinterberger et al., 

2003). Through feedback training subjects are able to control their SCP after a long training 

period of several months (Hinterberger et al., 2003). Positive and Negative SCPs correspond 

respectively to increase and decrease in cortical excitability. Employed by the BCI research 

group in Tübingen (Nijboer, 2008) a virtual keyboard called Thought-Translation-Device 

(TTD) was designed for totally paralyzed locked-in patients (Birbaumer et al., 2000).    

1.6.4. Imagination of movement based BCIs 

In the 90’s some impressive studies discovered the correlations between EEG signals 

and mental tasks (Pfurtscheller et al., 1997) (McFarland et al., 1997) and the fact that the 

actual and imagined movements affect the EEG signal in a similar way (Pfurtscheller et al., 

2001). In imaginary-based BCI experiments subjects are asked to perform several types of 

motor tasks, i.e. imagination of moving of the various body limbs, during the experiment 

(Pfurtscheller et al., 1997) (Graimann et al, 2010).  At the contra-lateral and ipsi-lateral 

hemispheres sensori-motor representation area, imagination of either a left or right hand, 

tongue or feet movement results in amplitude attenuation or amplification in specific bands 

(Pfurtscheller et al., 1997). These changes can be applied as characteristics for classification 

of mental tasks (Vuckovic et al., 2006).  
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Movement imagery and the selective attention-based BCIs are among the most common 

mental strategies applied in BCI development (Mason et al., 2005) (Karat et al., 2010) 

(Vansteensel, et al., 2010) (Kaplan et al., 2013).  

1.6.5. Emotional/Cognitive BCI 

A relatively new group of BCI strategies are based on emotional or cognitive tasks, such 

as counting, calculation, mental rotation of an object or recalling a pleasant memory, done by 

the user during the experiment (Curran E et al., 2004) (Mason et al., 2005). By recognizing 

emotions a BCI will be able to provide a more natural way for a user to exert control and 

potentially lead to a higher information transfer rate (Molina, et al., 2009). If the user’s 

emotional state is detected through brain activity patterns, it presents a more robust BCI to 

noise and signal deviations (Vansteensel, et al., 2010). In the following, we focus on BCI 

systems which work based on intentional control in a synchronized structure. Imagination of 

movement is the essential part of our EEG-based communication system. 

1.7. Research groups 

 The number of active laboratories involved in BCI research is growing (Graimann et al, 

2010). Many of the active BCI research groups worldwide are focused on “their” signal 

paradigm. Pioneers in developing BCIs among them are: 

Prof. Gert Pfurtscheller (1999) and his Graz BCI team utilized the power of imagination 

to develop a cursor-control system. Using the same approach, they demonstrated the control 

of a hand prosthesis through the imagination of right and left hand movements by a totally 

paralyzed subject. Left or right hand movements will cause, for instance, ERD in the 

contralateral hemisphere of the brain over the motor cortex (Pfurtscheller et al., 2001) 

(Pfurtscheller, 2006). They found out that the brain cannot differentiate between reality and 

imagination. The neural activity during the imagination inside the brain is more or less similar 

to the one induced by the outside world (Pfurtscheller et al., 2001) (Graimann et al, 2010).  

In 2003, Prof. Niels Birbaumer and his team at University of Tübingen, Germany 

developed the Thought Translation Device (TTD). The device is based on slow cortical 

potentials. The TTD users succeeded to compose their own phrases or sentences and also to 

search the web purely by thinking about it (Donoghue, 2007). Biofeedback is a core feature of 

some of these systems. It gives the information about the biological brain state back to the 

subject in an online mode. Using it patients can learn to control their state of mind to control 

and observe the output of the system (Birbaumer et al., 2000).  
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Prof. John Wolpaw’s research group in Albany focuses on classification of EEG signals 

of real or imaginary movements and usually extracts features related to event-related 

desynchronization (ERD) of the mu rhythm (8-12 Hz) in their system (Wolpaw et al., 2000) 

(Wolpaw et al., 2002). 

The Berlin BCI (BBCI) group supervised by Prof. Klaus-Robert Müller and Prof Curio 

is an active group in the area of minimizing the level of required subject training in BCI 

designs. Since 2000, they developed sophisticated algorithms based on machine learning to 

transfer the effort of training from the human subject to the machine and hence to reduce the 

inter-subject variability of BCI (Blankertz et al., 2006) (Blankertz et al., 2007).  

1.8. BCI literature 

During the last three decades, noninvasive recording of brain activities has been widely 

applied as a useful source of data for medical diagnosis and clinical applications (LeVan et 

al., 2006) (Barbati et al., 2004), as well as recent research on brain computer interfacing 

(Wolpaw et al., 2002). Past studies have demonstrated the ability of using EEG signals to 

control a computer or restore hand orthosis (Birbaumer et al., 2000) (Pfurtscheller, et al., 

2000) (Pfurtscheler, 2003). For example, the 2000 article by Pfurtscheller et al. demonstrated 

the use of an EEG-based BCI to control an orthotic device to restore hand function in a 

tetraplegic patient (Pfurtscheller, et al., 2000). The prosthetic devices were controlled with the 

same motor imagery as the computer cursor, and did not require additional training 

(Pfurtscheller, et al., 2000). The patient, who could only move his upper left arm, restored 

some left hand functions with that technology. The orthotic hand device was controlled by 

motor imagery of the right hand and both feet. Motor imagery of the left hand was not used to 

avoid classification errors due to physical movement of the upper left arm. The BCI device 

used signals recorded from pairs of electrodes at the C4, C3 and Cz locations (Pfurtscheller, et 

al., 2000). Pfurtscheller et al. continued their work with this patient, and in 2003 reported the 

successful restoration of the patient’s hand grasp using functional electrical stimulation (FES) 

controlled by the BCI system (Pfurtscheler, 2003). FES surface electrodes were used to 

stimulate the appropriate muscles to control the patient’s hand without requiring an orthotic 

device. Only two pairs of EEG electrodes, located at the C3 and Cz locations, were necessary 

to control the BCI system using foot motor imagery. Closed, open, and relaxed hand states 

were cycled through by repetitions of foot motor imagery. The foot movement imaginations 

caused large beta oscillations that could potentially be detected by simple thresholding, 

without requiring a classifier. The major limitations of this work are the limited degrees of 
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freedom, which may be improved by multi-channel EEG recordings, and lack of sensory 

feedback (beyond visual feedback), which can most likely only be provided by implantable 

systems (Pfurtscheler, 2003). Recently a hybrid BCI design was introduced by the same group 

(Pfurtscheller, et al., 2010). 

Research with EEG-based BCI systems has since expanded to other applications such as 

robotics. A 2008 article describes the high-level control by BCI of a small robot, which could 

potentially function as a “helper robot” for disabled persons. Subjects controlled the robot by 

focusing on particular choices presented on a computer screen as they flashed, causing a 

strong P300 response. This type of response requires little training, but it is coupled to 

stimulus presentation, and therefore is most likely not suitable for prosthetic control. This 

study focused on automating most actions of the robot, and only requiring high-level decision 

commands from the user. This allows the system to work well despite the low bandwidth of 

EEG (Bell, et al., 2008).  

Based on prior research, it is clear that a protocol for controlling a prosthetic hand with 

an EEG-based BCI system should start with only a few simple motor imagery-triggered BCI 

commands (Obermaier et al., 2001) (Vuckovic et al., 2006). The system should be able to 

autonomously complete motions, only requiring general high-level commands from the user. 

For example, particular movement imaginations could command the system to open or close 

the hand, without requiring the user to continuously control the precise state of the hand or 

separate fingers. After a simple system such as this is developed, experiments with multi-

channel EEG may lead to finer control and more degrees of freedom. Such an improvement 

will likely require more user training and may lead to an increase in classification errors, 

which will also need to be addressed. There is only a minute variation in spatial distribution 

between ERD/ERS of the same limb doing different tasks (Vuckovic et al., 2008), so 

movement imaginations should also be selected carefully. This research is a good example of 

noninvasive BCI which is based on a two-level classifier in order to distinguish between the 

wrist flexion and extension movements of the same limb and also between movements of 

different limbs (Vuckovic et al., 2006). When the discrimination between movements of 

different limbs is desired, differences in spatial and temporal distribution between significant 

ERD/ERS of two different movements can be more obvious 

1.9. Our Brain Machine Interface 

Typically the first step in developing a BCI system is to explore the measurable 

characteristics in the brain signal which are controllable by the subject’s mind (Karat et al., 
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2010). Different brain strategies have been used to date for BCI design, e.g. motor imagery, 

steady state visual evoked potentials and P300. Essentially it is much more complicated than a 

typical ML setup, because in BCI both human brain and the computer are subjects to learning 

(Coates, 2008). In the computer side a learning phase is mandatory and it is achieved when 

the subject is instructed to perform a series of predefined mental activities (MAs) (Karat et al., 

2010) and meanwhile the computer algorithm learns to extract the EEG patterns associated 

with mental states. These brain states hereafter are termed “classes”. 

Our proposed BCI system relied on imagined movement. It is known that the brain 

activity associated with imagined movement produces reliable changes in the EEG which are 

similar to the brain activities produces with real movement. EEG signals recorded in an 

imagination-based BCI usually are not phase-locked to the onset of stimuli and averaging 

across trials tends to cancel out the changes. We improved and applied time-frequency 

domain approaches to extract features. Essentially the main role of BCI systems starts after 

the training phase is fulfilled. At this point the computer should be able to differentiate 

between mental states (classes) received from the subject’s thoughts using the ongoing brain 

signals. Before delving into the details of the project, we define the essential elements of the 

system.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.12:  BCI design strategies according to the type of brain activity. In the current project the motor 

imagery is selected as the foundation of the BCI design. 

1.10. Ergonomic design 
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which emerged several decades ago. These were followed in the recent years by more natural 

and less restricted solutions such as bionics and BCIs (Allison, 2012). Ergonomics, or human 

engineering, is an expression in applied science which refers to the concept of maximizing the 

productivity and minimizing the operator fatigue and discomfort in these interfaces 

(Tangermann, et al., 2011). Ergonomic design as defined in (Carrol, 1997) as any interface 

that meets certain conditions such as being easy to use, easy to remember, effective to use, 

efficient to use, safe to use and finally enjoyable to use. The new interaction methods with 

higher quality and productivity should be designed to lessen the risk of error, discomfort 

fatigue, as well as injury (Coates, 2008). BCIs in long-term should be considered ergonomic 

devices and be designed according to ergonomic standards. In our primary design we tried to 

follow some important aspects of ergonomic design by making it easy, safe and effective to 

use in a rather fun environment (Tangermann, et al., 2011). 

1.11. Online vs. Offline strategy 

Typically a BCI consists of two major steps. The first step, offline mode, can be done 

when for each subject a sufficient amount of data (trials) is collected through experiments. 

The system then tries to extract a rule in order to determine the unseen signal in online mode. 

In online mode, as opposed to offline mode, the biofeedback is provided to the subject. Figure 

1.14 displays and compares these two strategies. 

 

Figure 1.14: Offline and Online strategies in developing a brain computer interface 
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several researchers in this area (Hinterberger et al., 2003). Repetition of experiments in 

different sessions may help to improve the functionality of the system and to enhance the 

subject’s brain in governing the control with his brain signals (Blakely et al., 2009). We refer 

to this concept in Chapter 5 to explain our proposed BCI system. 

1.12. Cue-paced (Synchronous) vs. self-paced (Asynchronous) strategy 

In an ideal BCI system, the subject is able to control an artifact with the BCI system 

whenever he wishes. This type of BCI is called “self-paced” or “asynchronous” and until 

recently was not possible to implement (Mason, 2006). The emerging class of self-paced BCI 

systems introduced in (Mason et al., 2000) is still in its infancy and the related experiments 

are usually performed in intensely restricted conditions (Sanei, 2007). In practice and due to 

the sources of signals, most BCI paradigms added timing restrictions to the system. Hence 

processing the signal and consequently the decision was done in predefined time intervals. 

This is known as synchronized BCI (Allison, 2012). Figure 1.15 is a rough demonstration of a 

self-paced paradigm (Mason, 2006). The aim of a BCI system is to detect the brain activities 

associated with physical or cognitive events and to translate them to the commands of interest. 

The detection will be easier when the timing information of those events is known. The 

conventional synchronous BCIs are based on the evoked responses which occur when the 

neuronal activity changes due to the presentation of a stimulus (Karat et al., 2010).  

 

 

 

 

 

Figure 1.15: In a self-paced BCI, as long as the BCI system is in the ON state, the user’s signal is processed and 

the system presents the corresponding feedback. In synchronized BCI, this can be done just in predefined 

intervals. 

The expression endogenous BCI system is used when a spontaneous brain activity 

affected by thinking about the particular mental task runs BCI. When the BCI system depends 

on external stimuli or evoked activity is called exogenous system (Graimann et al, 2010). 

1.13. Issues 

Although the last several years of research have produced numerous kinds of BCIs with 

as many patients and promising results, several fundamental challenges still remain in this 
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field (Allison, 2012). In order to leave the state of laboratory systems, the accuracy, 

information transfer rate, usability, and reliability of BCIs have to be improved significantly 

(Graimann et al, 2010). 

Reported success stories usually are limited to specific subjects under controlled studies 

in laboratories with expensive and time consuming experimental setups (Allison, 2012) 

(Mason, 2006). Each research group seems to follow its own strategy, paradigm and 

instrumentation to collect and analyze the data, although some cutting-edge researchers have 

tried to design general purpose and extendable frameworks to encourage others to follow a 

predefined structure. BCI2000 and Open VIBE are the most famous examples of these 

frameworks (Schalk, 2010) (Renard, et al., 2010). 

Another important issue in designing a BCI system is coping with significant subject to 

subject and day to day variations which leads to instability in the results (Blankertz et al., 

2006). Physiological aspects of brain activities are not completely understood. The nature of 

the original sources and the characteristics of the medium affect the process in an unknown 

manner and consequently cause different results even under comparable restricted conditions. 

Communication rates and accuracy might also vary with mood, emotional state and the degree 

of fatigue or concentration of the user (Thomas, 2008). Sought for control signals are usually 

merged with the background EEG and separating them from each other is another important 

step in systematic design (Sanei, 2007). Meanwhile, removing artifacts in the EEG is a 

continuous challenge and a consensus method for fully efficient computational is still missing 

(Tatum et al., 2011). There are even more issues when dealing with the EEG-based BCIs 

online, because of the limitation in time and storage space. From the computational and 

processing point of view, advanced machine learning algorithms and well-designed interfaces 

could improve the acceptance and functionality of the available systems.  

“BCI illiteracy” is a recent concept proposed by Blankertz et al. as a phenomenon in 

which approximately one fifth of individuals cannot learn to gain BCI control independent of 

their training or concentration level (Blankertz et al., 2006) (Vidaurre et al., 2010). Thus not 

only experience and learned adaptation but psychological and neurophysiological factors may 

modulate the ability to use a BCI. Hence it is important to be selective to prevent potentially 

unproductive or unnecessary training sessions (Allison, 2012).  

1.14. Overview of the dissertation 

Each BCI is tailored for a specific application regarding the hardware employed and the 

computational techniques and algorithmic approaches used to form its elements. In this 
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dissertation novel mathematical methods as well as design considerations are combined to 

shape the imaginary-based BCI for control applications. The current chapter of this research 

essay presented a discussion on the significance and capability of EEG signals as a diagnostic 

tool for application in modern healthcare. It also illustrated a general definition of brain-

computer interfacing for users not familiar with this relatively novel field of research. An 

overview of all required components is presented in the next chapter and then in each 

following chapter a standalone BCI application is described and evaluated. 

1.14.1. The main structure of BCI 

In order to gain insight into details, chapter 2 discusses the elements of a BCI system. 

Technically, BCI can be considered as a machine-learning system since the computer should 

learn how to decipher the associated EEG patterns. The relationships between given EEG 

patterns and the execution of the desired actions by the computer construct a pattern 

recognition or machine learning problem. Next chapter introduces the framework of the brain 

computer interface and addresses the theoretical design and machine learning aspects. The 

rest of this chapter covers the preprocessing techniques, features extraction approaches and 

classification methods proposed or employed in this dissertation. The first section discusses 

issues and challenges in processing brain signals and presents some solutions. The first 

section starts with an introduction to this concept. The functionality of the entire BCI system 

mostly depends on the choice of appropriate features and classifiers. I categorized each 

feature set based on the mathematical background and concepts. The first group consists of 

features based on power bands and spatio-temporal characteristics of the EEG signal. The 

next groups of features introduced in this chapter are statistical moments based on fractal 

components analysis, higher order statistics, and matching pursuit, which hold rather physical 

interpretations. In the following methods for classification of mental states are discussed. 

Popular classification techniques such as LDA, QDA and SVMs are explained and the idea of 

ensemble classification in introduced. Chapter 2 covers their background. This build the 

foundation of classifier employed in the next chapters.  

1.14.2. BCI Applications 

The next four chapters investigate Chapters 3 and 4 deal with BCI applications for hand 

grasp. These chapters use the previously recorded data to evaluate new signal processing 

algorithms for BCI. Chapter 3 presents an offline study to investigate fractal features over 6 

subjects. On the preprocessing section of this chapter I propose an online ocular artifact 

reduction based on independent component analysis (ICA) and higher order statistic in BCI. 
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The proposed method were evaluated its performance using the datasets in the chapters 3 and 

5. Results demonstrate that the proposed structure is a suitable alternative for online rejection 

of ocular artifacts from EEG signals without using an extra channel. ICA has, however, 

inherently some disadvantages. In chapter 4, I implement and evaluate an information-based 

method for online recognition and removal of ocular artifacts. This is a new kernel-based 

approach. Correntropy, a localized similarity measure, was used to evaluate the performance 

of the second method. We use the same method in chapter 6. 

In chapter 4 a simulated hand and a custom built robotic arm (LAnDRoH) are controlled by 

receiving commands from our BCI system. Employing scientific game-based therapies and 

technologies also constructs another aspect of new BCI generation. In chapter 5 we report our 

designed game based BCIs for robot control and chapter 6 describes a BCI for navigating an 

avatar in virtual world interfaces. The last chapter summarizes the prevalent foundation of this 

research field, looks to the future, and considers possible challenges. These systems were 

evaluated using different criteria such as sensitivity, accuracy and information transfer rate. In 

each chapter we apply common statistical tests to evaluate our proposed methods. 
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2.1. BCI design 

Over the last four decades, progress in the field of brain computer interfacing research 

was increasingly reported and several research groups and organizations conducted new and 

advanced strategies to setup BCI studies. Advances in artificial intelligence techniques and 

development of robotics and bioengineering paved the way for realizing these kinds of 

systems in everyday life. From the computational side of view, a typical BCI structure is 

depicted in Figure 2.1. In the design of the BCI system the following modules are required: (i) 

data acquisition, (ii) preprocessing and artifact reduction, (iii) data analysis, (iv) decision 

making, and (v) performance evaluation of the system (McFarland et al., 2006).  

 

 

 

 

 

 

Figure 2.1: BCI chain: Typical structure for a brain computer interface. For the design of a BCI system the 

following modules are required: data acquisition, preprocessing and artifact reduction, data analysis, decision 

making, and performance evaluation of the system. 

2.2. BCI : A Machine learning problem  

The relationships between given EEG patterns and the execution of the desired actions 

by the computer construct a pattern recognition or Machine Learning (ML) problem 
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(Vuckovic et al., 2006) (Zhang, 2010). In the following we will have a closer look at the BCI 

design and its elements. By innovating and improving data analysis algorithms, EEG-based 

BCIs could be made a promising tool in many real world applications (Allison, 2012).  

2.2.1. Machine learning 

Learning is a general and widely used concept in the scientific literature (Zhang, 2010). 

According to the Britannica Concise Encyclopedia, it can be defined as a “process of 

acquiring modifications in existing knowledge, skills, habits, or tendencies through 

experience, practice, or exercise.” The formulation of a learning metaphor plays an important 

role in machine learning and specifies the type or the degree of intelligence (Zhang, 2010). 

Chris Argyris, the Harvard Business school psychologist, delineates the concept of learning as 

“detection and correction of error”, which in that “error” means “any mismatch between our 

intention and what actually happens” (Sepulveda et al., 2004). As Simon (1983), the winner 

of the Nobel Prize in Economic Sciences in 1978, states: “Learning denotes changes in the 

system that are adaptive in the sense that they enable the system to do the same task or tasks 

drawn from the same population more efficiently and more effectively the next time” (Zhang, 

2010). The majority of learning techniques deal with static systems, whose characteristics do 

not change over time (Lotte et al., 2007). However, a few advanced methods handle time 

varying systems (McFarland et al., 2006). In order to establish a rational framework of 

biomedical signal and image analysis, we consider this factor in a wide sense: Techniques 

developed to acquire knowledge artificially and to apply this knowledge in the future. Based 

on this approach a computer is taught to simulate a child’s brain instead of being programmed 

as an adult brain. This underpins the concept of machine learning.  

Statistical learning theory or machine learning is a computational science which deals 

with establishing a logical-functional relation between the finite set of inputs and 

corresponding outputs from an unknown but assumed system. Machine learning, which 

originated from a conference under that name held at Carnegie-Mellon in 1980, is nowadays a 

rich and progressing area of research (Vuckovic et al., 2006). In essence, a machine learning 

algorithm takes the input data and finds a fitted model or structure, statistically or 

probabilistically, which has some minimized predefined cost function over the trained data 

(Zhang, 2010). In this model intelligence or knowledge is extracted from the training data. 

Machine learning has a wide scope of applications including predicting outcomes or simply 

mining knowledge from the data. It employs a variety of techniques spanning from feature 

extraction and feature selection techniques to regression and classification approaches for a 
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wide set of algorithms such as support vector machines (Zhang, 2010), neural networks (Lotte 

et al., 2007), and genetic algorithms (Corralejo, et al., 2011). The topic is so rapidly growing 

that covering all literature available and all aspects in detail is not possible in this essay.   

2.2.2. State of the art 

Technically, BCI can be considered as a machine-learning system since the computer 

should learn how to decipher the associated EEG patterns. Several reviews and survey papers 

have been published to cover the widespread scope of machine learning in BCI (McFarland et 

al., 2006) (Graimann et al, 2010). Figure 2.2 shows four important steps of designing a BCI as 

a ML scenario.  

 

 

 

Figure 2.2: BCI as a machine learning problem consists of four steps. Signal processing starts with filtering and 

signal enhancement methods like artifact reduction, followed by the machine learning algorithm proper that 

includes 1) feature extraction, 2) feature selection, 3) classification, and 4) decision making techniques. The 

decision making step can be more advanced than just applying the output of the classifier directly to the external 

device.  

Some studies showed that the performance of EEG-based BCIs can be higher than it 

was expected at the beginning. However the achievements highly depend on the extensive 

subject training and it is not stable over time. Therefore similar to other ML problems a 

training phase has to be accomplished to estimate the required parameters. In this phase the 

subject is asked to follow the instructions and to perform the prescribed mental activities 

(Mason et al., 2005). Data should be collected in such a sufficient amount that the main 

assumption of machine learning is fulfilled (Steinwart et al., 2008). The available input and 

output sets should be able to describe the structure of relations in a sufficient way (Vapnik, 

1999). It is worth noting that in many other fields the challenge has shifted from this to 
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gaining insight from the bulky amount of data which has been already collected (Zhang, 

2010). The main goal, however, is not to decipher the system itself but to infer a valid 

mathematical relation or meaningful pattern which can be used for the prediction of future or 

unseen data (Steinwart et al., 2008).  

Research has shown that new neural circuitry might be created when the brain 

encounters new problems and challenges (Jones et al., 2008). In some BCI designs the output 

of the system is presented to the user as biofeedback in order to improve the functionality of 

the entire system (Velliste et al., 2008). This makes the BCI model more complicated, since 

with existence of the biofeedback, the entire system should be scrutinized mathematically as 

two adaptive interactive systems (Vidaurre, et al., 2011). Here we take the simplified mode 

into consideration.  

2.3. Main elements of a BCI 

In the current chapter the state-of-the-art on structure of a BCI system is introduced. 

After the preprocessing step, feature extraction, feature selection and classification techniques 

for BCI will be presented. Techniques are presented in details in the next chapters when they 

are applied to each application. In each chapter I will go through one BCI application. It will 

be noticed that although the façade of each system is different the main structure is still 

similar. 

2.3.1. Preprocessing 

Like other biomedical signals, EEG signals are susceptible to a large range of artifacts 

and noise such as muscle movements, eye movement and blinking, cardiac activity, breathing 

movements and equipment interference (Ramoser et al., 2000) (McFarland et al., 2006). 

Artifacts are defined as undesired changes in measured EEG signals that originate from other 

sources than the subject’s Central Nervous System (CNS) (Barlow, 1986). In general, artifacts 

can alter the shape of a neurological phenomenon or mimic any kind of electro cerebral 

activity (Verleger, 1991) that may drive an EEG-based system or make decision making or 

diagnostic interpretation difficult. Artifacts are the main source of quantitative miscalculation 

and misinterpretation during EEG analysis. Therefore, one of the first steps in analyzing EEG 

signals in context of BCI and mental state monitoring applications is to clean up the 

contaminated EEG signal by applying filtering, de-noising and artifact reduction methods 

categorized under preprocessing. In Figure 2.3 a normal EEG signal (a) and some common 

noise and artifactual distortions are depicted (McFarland et al., 2006). 
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Figure 2.3: A typical demonstration of (a) normal EEG signals, (b) EEG affected by eye-blinking artifact, (c) 

EEG affected by eye movement (d) EEG affected by the 50Hz power line noise, (e) EEG affected by EMG, (f) 

EEG affected by ECG noise. 

Generally artifacts are divided into the two groups of physiologic and extra-physiologic 

artifacts (Sethi et al., 2007). Physiologic artifacts arise from sources other than the brain but 

they are sill generated from the human body. They may be caused by eye blinks, vertical or 

horizontal eye movements, and muscle activity of different part of the body and in particular 

of vicinity of the head (e.g. tongue, jaws, face muscles) (Goncharova et al., 2003), respiration, 

rhythmic cardiac activity, and transpiration. Extra-physiologic artifacts originate from sources 

outside the body such as equipment and environment (Sethi et al., 2007)  (e.g., power-line 

noise (50/60 Hz), changes in electrode impedances, line humming or equipment interferences) 

(Barlow, 1986) (Ramoser et al., 2000).  

2.3.1.1. Filtering 

In those lucky cases, when noise originates from sources with distinct, but recognizable 

frequency contents, it may be suppressed by appropriately filtered attenuation. The desired 

signal thus becomes more prominent above the noise level. From the signal processing point 

of view, a filter is a mathematical operation applied to the original signal in order to extract 

the desired (selected) information from it (Diniz, 2008). Notch filters are common to reduce 

power line noise (50 Hz or 60 Hz). We used both Butterworth and Chebyshev filters, as 

classical IIR filter designs, in our BCI systems. Butterworth has maximum flatness in the 

pass-band and thus it restricts the other parameters in designing the filter. Chebyshev filters 

are optimum in the sense that their error between the ideal and the actual filter characteristics 

is minimized over the range of the filter; it has steeper roll-off at the price of more ripples. 

Elliptic filter design allows for ripples in both the pass-band and the stop-band, therefore has 

maximum degrees of freedom. The degree of freedom is higher in Chebyshev filters, since the 



Chapter 2: Design and Structure of BCIs 

 

38 

 

ripples might happen in the pass-band (for Chebyshev type I) or the stop-band (for Chebyshev 

type II). Indeed, both Butterworth and Chebyshev filters are special cases of the elliptic filter. 

For the purpose of comparison with other linear filters. Figure 2.4 (b) shows the general 

frequency responses of the four common filters using the same filter order (number of 

coefficients). 

 

(a) 

 

 

(b) 

Figure 2.4: a) Ideal low-pass filter (red hashed line) and a typical filter and its specifications, b) General 

frequency responses of four common filters. Filter type determines the general form of the frequency response. 

Other parameters like order of the filter, cut-off frequency, pass band and stop band ripples also affect the 

frequency response. 
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In EEG signal processing high-pass filter is usually used to remove drift due to sweating 

and low-pass filtering is the common approach for eliminating the interference from the 

power line. In all of our BCI application we applied band-pass Butterworth and Chebyshev 

filtering between a low frequency value (under 0.5) and a high frequency value less than 45 

Hz. These filters don’t have perfectly linear phase, but they are robust and have relatively 

small group delay. 

2.3.1.2. EMG artifact filtering 

In contrast to the non-physiological artifacts, physiological ones such as 

Electrooculogram (EOG) and Electromyogram (EMG) have generally undetermined shapes 

and therefore, they are far more difficult to deal with. Moreover, controlling them during 

signal acquisition is not easy (Goncharova et al., 2003). The two physiological artifacts that 

have been examined most are ocular (EOG) and muscle (EMG) artifacts (Ramoser et al., 

2000) (McFarland et al., 2006). Fortunately, the latter type of artifacts can usually be 

minimized by proper filtering, shielding, etc. Any body movement including head, jaw or 

even tongue movements can cause EMG disturbances in the brain signal. EMG artifacts have 

a broad frequency range, with maximum frequency higher than 30 Hz (Anderer et al., 1999). 

In a BCI system a direct relationship exists between the task difficulty and the amount of 

EMG artifacts produced by movement of facial muscles (Waterink et al., 1994).  

2.3.1.3. Eye blink artifact reduction 

EOG artifacts are patterns with high amplitude in the theta range mainly caused by 

blinking or floating movements of the eyeball in closed eyes (Anderer et al., 1999), or high-

frequency patterns in the gamma range of large or small amplitudes when eyes are open 

caused by goal-directed eye movements ("saccades") (Keren et al., 2010) (Plöchl et al., 2012). 

They in particular are inevitable in long-term EEG recordings and can alter the electrical field 

around the eyes and consequently propagate over the scalp and mislead the diagnosis in 

clinical applications (Woestenburg et al., 1983) (Tatum et al., 2011). Since the artifacts can 

mimic any kind of electro cerebral activity, they may easily deflect the functionality of 

systems based on EEG analysis (Waterink et al., 1994). They can also erroneously yield to an 

unintentional control of the device (Wolpaw et al., 2002). From this point of view, artifacts 

seriously impede the concept of applying EEG as a control source for BCI. In online BCI 

systems, artifacts can impact the performance, precision, and reliability of the system either 

during Intentionally control (IC) periods by wiping out the shape of the desired neurological 



Chapter 2: Design and Structure of BCIs 

 

40 

 

event or during the Nonintentional control (NC) by mocking the properties of the neurological 

aspect (Erfanian et al., 2005) (McFarland et al., 2006). There are various methods of handling 

artifacts in offline analysis published, ranging from simple avoidance to automatic rejection 

(Ramoser et al., 2000), auto-regression (Anderer et al., 1999) and Independent Component 

Analysis (ICA) (Barbati et al., 2004) (Makeig et al., 1996). But dealing with real world online 

BCI scenarios demands more efforts. Finding a robust and fully reliable solution, especially in 

online and long term recordings, is still a challenging problem (McFarland et al., 2006) (Sethi 

et al., 2007) (Tatum et al., 2011). The targeted artifacts in signals have to be removed 

completely and the related neurological phenomenon should not be distorted by the artifact-

removal algorithm (Fitzgibbon et al., 2007) 

2.3.1.3.1. Conventional methods of dealing with ocular artifacts  

Artifact avoidance is the primary method in that during the experiments users have to 

avoid moving their bodies or blinking (Anderer et al., 1999). It has obviously the advantage of 

creating the minimum number of artifacts during data collection and consequently demanding 

the least computational load among all the artifact handling methods. However, it has two 

drawbacks. First, because of the long period of experiments in an online BCI system, it is 

usually very difficult to collect the sufficient amount of data without occurrence of any 

artifacts. Second, it is possible that extra attention to avoid artifacts causes an additional 

cognitive task for the individual. For instance, there are studies that show the amplitude of 

some evoked potentials are affected when the subjects intentionally refrained from eye 

blinking (Verleger, 1991) (Ochoa & Polich, 2000).  

Manual artifact rejection could be considered as the simplest way of handling brain 

signals contaminated with artifacts. It refers to the process of rejecting that part of signals 

which is affected by artifacts. Compared to the previous method, subjects can take part in the 

experiments and perform the required tasks with more convenience. As the artifacts have 

distinguishable patterns carried in the EEG signal, thus, they can detected visually based on 

their topographic and spectral properties by experts (Barlow, 1986). Manual rejection of 

artifact-contaminated epochs has been very popular for offline analysis in EEG signal 

processing and also in the BCI field (Vaughan et al., 2003). Each normal person usually 

blinks around 20 times per minute and each blink has lasts between 300 and 500 milliseconds 

(Stern et al., 1984) (Iwasaki et al., 2005). This method is not applicable in online BCI 

recording at all and comes at the cost expense of exhaustive human labor and the selection of 

contaminated trials can be in some extent subjective.   
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Using an automatic rejection algorithm, the BCI system automatically discards the EEG 

trials contaminated with predefined types of artifact. For instance, by setting a predetermined 

threshold, the system considers the epoch as the artifact-contaminated one, when its amplitude 

exceeds the threshold and automatically rejects the epoch (Barlow, 1986). Since the rejection 

algorithms are usually based on a simple criterion, they can recognize and exclude the epochs 

only with a strong presence of artifacts. Consequently the artifacts may still sustain in the so-

called clean data. This fact poses a huge drawback for online applications of a BCI system 

(Ramoser et al., 2000) (Romero et al., 2008). 

The second disadvantage of the artifact rejection is the extensive data loss it causes. 

Extracting and removing artifacteous signals puts quite a computational load on the system 

and in addition because of eliminating the contaminated signals will render it unusable for 

real-time and online BCI control (Romero et al., 2008). 

In order to overcome the problem, artifact correction has been introduced (Berg et al., 

1994). This method is applicable in online BCI recording and can also be determined due to 

extracted information either from EOG or directly from EEG channels.  

In most reported BCI systems in literature the employed artifact reduction techniques 

are not reported or are limited to calculating a predefined threshold (Fatourechi et al., 2007). 

However, there have been suggestions for online correction of contaminated data in order to 

not ignore a considerable part of recorded data during the experiment due to artifacts 

(Ramoser et al., 2000) (Erfanian et al., 2005). Some studies are focused on automatic artifact 

reduction by exploring the effect of feature extraction techniques (Winkler et al., 2011), blind 

source separation methods (Fitzgibbon et al., 2007), regression methods (Ng et al., 2008) and 

adaptive techniques (Romero et al., 2008). In this dissertation two different methods will be 

applied. In the first section I will propose a method based on independent component analysis 

(ICA) and higher order statistic and evaluate its performance in chapters 3 and 5. In the 

second approach I will introduce and evaluate an information-based method for online 

recognition and removal of ocular artifacts and apply them for BCI application in chapters 4 

and 6.   

2.3.1.3.2. Automatic Artifact correction with ICA 

Approaches based on independent component analysis (ICA) have proved to be useful 

tools for artifact reduction in EEG signals (Makeig et al., 1996) (Delorme et al., 2001) (LeVan 

et al., 2006) (Winkler et al., 2011). Makeig introduced the applicability of independent 

component analysis for EEG signals with the assumption that artifact sources are independent 

from EEG sources (Makeig et al., 1996). ICA is a statistical technique for transforming an 
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observed multidimensional signal into its components (Makeig et al., 1996), which can be 

categorized under blind source separation (BSS) group of algorithms. ICA tried to decompose 

a multivariate signal into all its additive subcomponents, which are as much as possible 

statistically independent from each other (Makeig et al., 1996). The “Cocktail party problem” 

is a classic example of ICA (Haykin, et al., 2007), where data is recorded form microphones 

mounted inside a room and components are speech signals of people talking simultaneously in 

the room. In the typical ICA scheme for artifact removal the original signal is decomposed to 

its Independent Components (IC), among these components those which better represent the 

dynamics of artifacts are visually or automatically distinguished and rejected (Makeig et al., 

1996). Finally the remaining ICs are remixed to form an artifact free signal (Ng et al., 2008) 

or used for classification purposes (Graimann et al, 2010) (Winkler et al., 2011).  

Assume � = (��, ��, … , ��)
 is an observed zero-mean m-dimensional random variable and y 

is the result of its projection by �( .) : 	
 = �(��. ��) . Among all possible functions we 

consider a linear transform. Assume � = (��, ��, … , ��)
  is an n-dimensional matrix 

including the independent components of x.  

� = �. � = ���
�

���
. ��																																																												(2.1) 

The mixing matrix A includes basic vectors	a� . Mathematical calculation is done by 

adaptively estimating the optimum ω�	vectors and sources simultaneously, where � = ���. 

Onton and Makeig (2006) described a method based on ICA to minimize eye blinking 

artifact (Onton et al., 2006). They suggested that the spatial localization of the components is 

important for recognizing the component containing EOG artifacts. By observing each 

component they selected the IC which includes the strongest blinking artifacts. This 

component is then set to zero before inverting the data to the EEG domain. Figure 2.5 

describes the process. They also reported that the EOG artifact in lower frequencies (0–2 Hz) 

may not be corrected completely after this process and significant statistically differences can 

be observed in signals before and after artifact reduction. The cost function is defined either 

based on maximizing the nongaussianity of s components or based on minimizing their 

mutual information (Sanei, 2007). Mutual information is minimized when the entropy of the 

elements of u are maximized making them as independent as possible (Graimann et al, 2010). 
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Figure 2.5: ICA decomposition: The procedure of artifact reduction using independent component analysis. First the 

multichannel EEG signal is transformed to components which are statistically as independent as possible. The component 

that shows artifact waveform is set to zero. The components are then mixed again to build artifact-free signals (Reprinted 

from (Makeig et al., 1996)). 

The sources are then recovered by u� = ω! ∗ x. In the over complete case that n % & 

there is still a solution which can be calculated by pseudo inverse techniques (Makeig et al., 

1996). Blind source separation by Independent Component Analysis is thought to give good 

results on demixing signals, as long as the independence assumption holds true. Principally 

ICA performance depends on the length of the data (Makeig et al., 1996). ICA has inherently 

some disadvantages. Despite all attempts on this realm, in most cases the algorithm is not 

suitable for a robust online and adaptive scheme. The method cannot identify the actual 

number of source signals, nor a uniquely correct ordering of the source signals, nor the proper 

scaling or sign of the source signals. As an alternative we implemented an adaptive 
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information filter and its performance was compared to a LMS adaptive filter and the ICA-

based approach.  

2.3.1.3.3. Automatic Artifact correction using Adaptive filter 

 
Originally suggested by Wiener an adaptive filter optimally recovers the original 

message from a signal contaminated by noise for control and prediction applications (Haykin, 

1996). An adaptive filter (AF) is a supervised learning system which requires two inputs, the 

desired signal and the reference input (Haykin, 1996). An adaptive noise cancellation has a 

very similar structure. Based on a reference signal, it adaptively eliminates the noisy part of 

the input signal, which is assumed to be highly correlated with the noise signal (Diniz, 2008).  

Based on adaptive filtering theory, conventional adaptive noise cancelling systems exploit a 

criterion called mean square error (MSE) in order to adapt the filter weights. Remove the 

noise component is achieved when the weights converge to an optimum solution in the 

available data space (Haykin, 1996). Figure 2.6 demonstrates the structure of a typical noise 

canceller. The error signal is the difference between the outputs and the desired signal (Diniz, 

2008).  

 

Figure 2.6: Adaptive filter with the application of noise cancellation is a well-known method in communication to reduce 

noise from the signal. 

For many practical applications, the efficiency of MSE as the optimum criteria can be 

argued (Principe, 2010), especially, where the target signal is non-stationary and non-

Gaussian signal such as EEG (Arndt, 2001). Indeed, the MSE minimization is just optimum 

for Gaussian distributed errors, since it only can explore the second-order moment of the error 

distribution. In cases where the assumption of Gaussianity is not valid for the error 

distribution, study of alternate cost functions for adaptation makes complete sense (Principe, 

2010). In this dissertation we consider an approach based on information-theoretical concepts, 

and consider the error entropy criterion (EEC). Error entropy is an analytical expression that 

involves the probability density function (PDF) of the error. The function is able to capture all 
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the underlying dynamics of the adaptive system which we are coping with. In order to 

eliminate as much artifact information as possible from the EEG signal, we also consider an 

adaptive scheme for this problem (LeVan et al., 2006). In chapter 4 we will describe the 

implementation of an entropy-based adaptive noise canceller for eye blink artifact reduction 

and present the results obtained while testing the filter on pre-recorded data in a simulated 

online paradigm. The later method is up to 5 times faster than an ICA-based approach. Since 

the technique used is based on information theoretic learning, we borrowed the metric 

correntropy from information theory (Weifeng et al., 2006) to measure the performance of our 

proposed system. Correntropy is defined based on kernel methods and information theoretic 

learning and is a measure for the localized similarity. 

2.3.2. Feature extraction 

Selecting the appropriate features and classifiers affects recognition rate and the 

efficiency of BCI systems (Lotte et al., 2007). This section aims to cover the major ideas in 

this important era in modern science and nails it down in more advanced issues of feature 

extraction and selection in BCI. In order to map the brain activity to motor behavior, the main 

key is to extract the appropriate spatiotemporal and spectral features. In the following we 

present a comprehensive overview of each method employed in our work. Literally each 

brain-computer interaction is a unique problem to be solved. Here our attempt is to extract an 

appropriate feature set and classification approach to solve this marvel. We exploited several 

feature extraction schemes for the current BCI project. Fractal components, higher order 

statistics, and time-frequency analysis have been applied. 

Features describe the relevant information embedded in the EEG signals. The problem 

of unknown parameters or possible features that could be extracted from the brain signal to 

show the exact brain state is one of the main difficulties in design of BCI systems. Despite the 

large number of features that were sought previously in the field of BCI design (Koprinska, 

2009), current EEG-based BCI systems are still not in at a satisfactory level. Thus the BCI 

community has invited research groups to explore quantification methods and to investigate 

alternative and meaningful features to improve the performance and reliability of BCIs 

(McFarland et al., 2006). Due to the nature of brain physiology, each person has a unique 

brain mapping affected by his/her genetics, environment and training during life. For 

example, folding of cortex differs between any two persons (even identical twins) (Sanei, 

2007).  
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In addition relevant functional mapping differs in each individual across different 

experimental sessions and even sensor locations differ across recording sessions. The fact that 

the features extracted from brain signals are person-specific, task-specific, and hardware-

specific (Lotte et al., 2007), makes the finding of a unique solution of best features for BCI 

rather complicated and cumbersome. Hitherto several different feature groups have been 

exploited in the context of BCI. According to the type and strategy of BCI design different 

feature sets are extracted and employed (Boostani, et al., 2004) (Koprinska, 2009) (Corralejo, 

et al., 2011). The method for constructing the feature space is highly tentative (Schouenborg, 

2011). The final goal is to improve the classification results (Alpaydin E., 2004). Table 2.1 

summarizes popular feature extraction methods proposed by different research groups for 

each specific application.  

Table 2.1: A summary of feature sets applied in BCI research 

Research 

group 

 

Strategy 

 

Features 

 

Application 

 

Reference 

 

 

Berlin BCI 

 

Imagination of 

movement, P300 
Time-frequency Gaming, Car control 

(Blankertz et al., 2002) 

(Dornhege et al., 2007) 

(Haufe et al., 2011) 

 

Graz BCI 

 

Imagination of 

movement 
Power band, AAR 

Prosthesis, 

wheelchair control 

(Pfurtscheller et al., 2001) 

(Vidaurre, et al., 2005) 

(Graimann et al, 2010) 

 

Wadsworth 

 

SSVEP, 

Cognitive 

 

Power band 
Cursor control 

(Schalk et al., 2007) 

(Allison et al., 2008) 

 

Tübingen 

 

SCP, 

P300 
Time-frequency 

Virtual keyboard, 

TTD 

(Birbaumer et al., 2000) 

(Hinterberger et al., 2003) 

Freiburg 

BCCN 

Limb movement 

ECoG 

 

Time-frequency 

 

Arm and finger 

movement 

prediction 

(Mehring, et al., 2003) 

(Ball, et al., 2004) 

 

British 

Columbia 

 

Self-paced 
Time-frequency 

 
Cursor control (Mason, 2006) 

 

Warsaw 

 

Cognitive Wavelet, HOS Control (Daly I., 2012) 

 

Amsterdam 

 

 

Emotions 
Time-frequency 

 

Control 

(Molina, et al., 2009) 

(Curran E et al., 2004) 

 

Here I categorize each feature set which I suggested in my PhD study, based on the 

mathematical background and concepts and in each following chapter I will combine these 

sets of features with different classifiers to evaluate the entire system in an online scheme. It 

is worth adding that some of these feature sets have been used for offline studies by other 
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groups but the innovation in my work is to implement fast algorithms in order to extract them 

from ongoing brain signals in an online BCI.  

The first group consists of features based on power bands (Townsend, et al., 2006) and 

spatio-temporal characteristics of the EEG signal (Ramoser et al., 2000). The next groups of 

features introduced in this dissertation are statistical moments based on higher order statistics 

(Johansen, et al., 2000) (Kołodziej, et al., 2011). Fractal components analysis (Pereda, et al., 

1998) (Boostani, et al., 2004) and matching pursuit (Mallat, et al., 1993) will also be 

investigated, which hold rather physical interpretations.  

2.3.2.1. Feature extraction based on joint time-frequency analysis 

EEG waveforms can be categorized according to their amplitude, frequency and shape. 

Several features based on time, frequency or space domains have been examined in BCI 

research (McFarland et al., 2006) (Koprinska, 2009) (Corralejo, et al., 2011). Recently some 

review papers presented a comprehensive description and detailed mathematical formulation 

for each method applied in the corresponding BCI literature (Huan, et al., 2008) (Koprinska, 

2009). These methods usually consider one or two dimensions of the whole space. The 

common feature groups in time and frequency domains can be listed as: Amplitude values of 

EEG, band power (Vidaurre, et al., 2005), autoregressive and adaptive autoregressive (AAR) 

parameters estimated with recursive least square (RLS) (Dornhege et al., 2007) (Sanei, 2007), 

inverse model-based features and energy density maps (McFarland et al., 2006). 

The spatio-temporal oscillations in EEG waves are indicative of brain functional 

activity (Society of Neuroscience, 2008). Both rhythmical and transient features exist in the 

EEG signal (Sanei, 2007). Time-frequency features such as power spectral density (PSD) 

values show promising results in BCI applications (Pfurtscheller, et al., 2000). Furthermore, 

the topography of the electrodes on the scalp from where the data is recorded contains spatial 

information (Binnie et al., 1982). Most atomic decompositions applied on the EEG signals 

consider only two out of the three inherent dimensions available in the data, e.g. space–time 

decompositions by principal component analysis (PCA)(Lagerlund, et al., 1997), independent 

component analysis (ICA) (Koprinska, 2009), and spatial filters (Townsend, et al., 2006), 

time–frequency analysis with the use of windowed Fourier transform (Nicolas-Alonso, et al., 

2012), wavelet transformation (Kołodziej, et al., 2011) and matching pursuit algorithm, just to 

name a few (Mallat, et al., 1993). Recently, new attempts at finding a multidimensional 

(space–time–frequency) atomic decomposition of the EEG have been made (Cheron, et al., 

2007) in the way of having a complete description of the electrical activity of the underlying 
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neural masses (Qian, et al., 1996). In any time-frequency signal analysis, estimating the 

energy density suffers from a trade-off between the time and frequency resolution, which is 

also known as uncertainty principle (NaitAli, 2009). A promising alternative for time-

frequency analysis of EEG signal is matching pursuit (MP). In the MP algorithm, in contrast 

to conventional approaches such as the short time Fourier transform (STFT) (Cheron, et al., 

2007) or wavelet transform. (Kołodziej, et al., 2011), local features are sought out of a 

dictionary to be locally adapted a time-frequency trade-off to the structure of analyzed signal. 

MP can provide better time-frequency resolution thanks to its local adaptation to transient 

patterns in the signal (Sanei, 2007).  

2.3.2.2. Feature extraction based on higher order statistics 

The conventional techniques of statistics rely on the first and second moments of the 

sample, e.g. arithmetic mean and variance (Fukunaga, 1990). The idea of applying higher 

order statistics to analyze EEG signal was originally proposed by Kim and Power (1979). The 

impetus behind this is that the traditional second-order measures are not sufficient to model 

most of the natural processes such as biomedical signals. For instance the autocorrelation 

function and its Fourier Transform (FT), known as power spectrum (Wiener-Khintchine 

theorem), are not able to capture all information hidden in the signal. Unlike power spectrum, 

higher order spectra contain information about random processes. 

The brain activity in different biological and physiological situations may combine the 

local sources in a different scheme and cause the entire black box to act as a nonlinear system. 

The EEG signal is a result or unnatural output of this mixing system. Although the 

assumptions of stationarity, Gaussianity and linearity have been applied successfully on some 

practical problems regarding EEG signals (Allison, 2012), it may lead to better or more 

accurate estimations when nonlinearity concerns or higher order statistics are considered in 

the solution (Greb, et al., 1988) (Johansen, et al., 2000). EEGs are quasistationarity signals. It 

means, they can be considered stationary only within short periods of the data. In addition, the 

Gaussian assumption is valid only during the normal brain states and it may not be valid 

anymore when the person has intensive mental and physical activities (Sanei, 2007).  

Greb and Rusbridge presented a detailed report on the non-linear interactions between 

different modes of oscillation using bispectrum and bicoherence (Greb, et al., 1988) which 

can be applied on visually evoked potentials (Johansen, et al., 2000) or used as features for 

BCI (Kołodziej, et al., 2011). Bispectrum analysis was applied on focal ischemic cerebral 
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EEG signal using third-order recursion method (Zhang, et al., 2000). In chapter 3 we will 

propose and evaluate a set of features based on these definitions. 

2.3.2.3. Feature extraction based on fractal components 

In the absence of the external stimulation, brain activity is typically unpredictable and 

aperiodic. However, the question of whether or not the brain activity is truly chaotic cannot be 

answered based on a mathematically stringent proof (Krasner, 1990). Yet, it eminently has 

been claimed that EEG signals are examples of fractal geometry (Boostani, et al., 2004) 

(Phothisonothai, et al., 2007). If a variable as a function of time undergoes characteristic 

changes that are similar regardless of the time interval over which the observations are made 

the underlying process is defined as a fractal (Mandelbrot, et al., 1968). The existence of 

natural self-similarity in different scales of systems is referred as chaotic. Many definitions 

including geometric and dynamical measures have been developed to describe fractal 

systems, e.g., Mandelbrot and van Ness set (Mandelbrot, et al., 1968), Hausdorf dimension, 

Higuchi’s fractal dimension (Higuchi, 1988), Hurst exponent, largest Lyapunov exponent 

(LLD), and correlation dimension (CD) (Mandelbrot, 1982). The fractal dimension is a 

popular and informative parameter to characterize a chaotic system. Finding the fractal 

dimension from data observations is usually done by analyzing of time series (Elbert et al., 

1994) (Boostani, et al., 2004). Fractal dimension is a common mean to estimate the scale 

independent complexity and also irregularity in the biological system over either space or 

time (Phothisonothai, et al., 2007) (Georgiev, et al., 2009). Esteller et al. reported a 

comprehensive comparison amongst several well-known approaches using both intracranial 

EEG and synthetic data (Esteller, et al., 2001).  

Chaos theory or chaotic computation is an advanced and effective method especially to 

describe and predict the complex self-organizing systems and natural phenomena as 

encountered in astronomy, weather forecast and biomedical signal processing. There are some 

measures defined based on chaos theory which can represent the nonlinear behavior of EEG 

signals. One of the most important dynamical invariants is the Lyapunov exponent (Sanei, 

2007). Multifractal cumulants and predictive complexity of the EEG time series are 

introduced and compared to the power band features as the most common feature set in for 

EEG based BCIs (Brodu, et al., 2012). The first new feature, multifractal cumulants measures 

the signal regularity and is a statistical measure for inter-frequency band relations. On the 

other hand, predictive complexity determines how complex the signal is by measuring the 

difficulty in predicting the future of the signal knowing its past (Brodu, et al., 2012). A new 



Chapter 2: Design and Structure of BCIs 

 

50 

 

method for extracting the fractal components in the frequency domain was used in chapter 4 

as a feature set for BCI. 

2.3.3. Feature selection techniques 

The goal of this element in BCI design is to find a set of features or attributes out of the 

EEG signal which contain the most useful information about the brain state. The combination 

of different feature sets with different classifiers may lead to better results in BCIs (Lotte et 

al., 2007). In the following we will present relevant feature selection tools. Applying the 

feature selection method significantly shrinks the feature space and may improve the 

classification results. 

Any classification method uses a set of attributes or features relevant to the task to 

categorize the input data. The dimension of this feature set can rapidly increase depending on 

the number of attributes extracted from the data (Dash, 1997). It is recommended that the 

number of training samples per class exceeds the dimension of the dataset by ten (Alpaydin 

E., 2004) (Zhang, 2010). This is however not applicable in real-time problems. The "curse of 

dimensionality" is a serious problem in machine learning (Cortes, et al., 1995). Thus, feature 

selection plays a critical role in pattern recognition problems (Dash, 1997). In BCI 

applications the feature space grows very fast by adding the recorded data from multichannel 

recording. Feature selection or variable subset selection is a technique to determine the 

optimum subset of features for constructing the most robust and efficient learning model. The 

approach is more effective when the number of features or attributes is much higher than the 

number of data samples. If the dataset is large, it is reasonable to apply the feature selection 

algorithm and remove the irrelevant and redundant features from the data. It not only helps to 

mitigate the effect of the curse of dimensionality and to speed up the learning, but also it may 

boost the generalization capability and improve the performance of learning models. 

Several methods have been proposed to estimate the usefulness of a feature set for 

predicting the target variable in data mining and machine learning (Dash, 1997) (Huan, et al., 

2008). Among them are correlation-based feature selection (CFS) (Huan, et al., 2008), Relief 

(Huan, et al., 2008), information gain ranking (IG) (Dash, 1997), genetic algorithm 

(Corralejo, et al., 2011) and Maximum relevance minimum redundancy (mRMR) (Peng et al., 

2005) all of which have been applied successfully on different feature spaces extracted from 

EEG signals (Koprinska, 2009). There are two general schemes for the feature selection. In 

the Filter evaluation method, features or feature subsets are evaluated independently of the 

classification algorithm. In the Wrapper evaluation technique, feature subsets are evaluated 
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based on a particular target classification algorithm (Koprinska, 2009). So the filter and 

wrapper schemes differs exclusively their relation with the classification algorithm. To 

identify the most prominent features, the state-of–the-art method, mRMR, will be investigated 

over our datasets. By altering the number of features, we selected several feature subsets. The 

performance of each subset was then evaluated. We applied the introduced feature selection 

method to reduce the feature space and meanwhile to improve the classification results. 

Figure 2.7 shows an interesting example of how irrelevant features may lead to 

misclassification and why feature selection is critical to minimize the classification error. 

Shapes with a small circle inside belong to one class and the ones without a circle belong to 

another class. Existence of other irrelevant or redundant information can cause 

misinterpretation by the classifier (Koprinska, 2009) (Peng et al., 2005). 

 

Figure 2.7: An example of impurity based feature evaluation (Adopted from (Huan, et al., 2008)) 

 

2.3.4. Classification 

The techniques related to the feature space and their properties as they pertain to BCI 

application were covered in the previous section for a subset of potential feature extraction 

methods. In the current section, we draw our attention to the next important step in the 

machine learning problem. The performance of machine learning systems depends on both the 

feature extraction and the classification algorithm employed (Lotte et al., 2007).  

Many algorithms of varying complexity have been reported for the purpose of 

classification in BCI literature (Sanei, 2007). Lotte et al. present a comprehensive overview 

on theoretical aspects of classifiers employed in the BCI field until 2006 (Lotte et al., 2007). 

Based on the No-Free-Lunch theorem there is always a tradeoff between bias and variance, 

hence the generalization of a classifier cannot be determined without considering the entire 

feature space. It means, in practice, there is no such best classifier and the relative better 
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classification accuracy is calculated only on a predefined set of data, which can be examined 

experimentally (Soria Frisch, 2012) (Zhang, 2010). In our BCI applications we considered 

stable classifiers which in theory have a high bias and low variance (Lotte et al., 2007). 

2.3.4.1. Bias-variance tradeoff 

The major impetus behind the classification section of each BCI is to estimate a certain 

aspect of cognitive state from the brain signal (McFarland et al., 2006). In order to recognize 

and classify the different cognitive states, it is important to define each state carefully and 

determine if it is compatible with the task during the EEG measurements. This can pave the 

way for finding the best solution in a certain situation. The question is what method works 

best and what accuracies can be achieved. Let’s assume that a mathematical model with 

function 
(�, ') maps an observation x in D dimensional feature space to a discrete label 

∈ 	 )1,⋯ , +, , where C represents the label of classes. The values for parameters w of the 

model are estimated using N observations along with their respective label )�-, '-,	, . =
1, … , / called the training set. The inferred model should possess predictive, descriptive and 

generalizing properties. If 
0	is the output of the classifier and �(�)	is the label, the Mean 

Square Error (MSE) of classification outcomes can be decomposed in three terms (Breiman, 

1998) (Friedman, 1997): 

123 = 3�(�(�) − 
0	)�	�																																																																	(2.2) 
= 3 56
0 − �7(�) + �7(�) − 3��(�)� + 3��(�)� − �(�)9�: 

= 3;(
0 − �7(�))�< + 3;(�7(�) − 3��(�)�)�< + 3�(3��(�)� − �(�))�� 
= /=.>?� + @.�>�(�(�)) + A�B(�(�)) 

MSE can be broken down into three components that are familiar: squared noise, variance and 

squared bias. Such decomposition is always possible (Hastie et al., 2008) and the equation 

shows three possible sources of classification error: 

• Noise: The first term represents the noise within the system.  

• Bias: The second term is known as the divergence between the estimated and the best 

mapping.  

• Variance: The last term reflects the sensitivity to the training set used. 

In the above equation, the noise term is an irreducible error, because it arises from the 

inherent structure of the system. Therefore, both the Bias and the variance have to be kept low 

in order to minimize the overall classification error. Nevertheless, it is logically not attainable 

because of the natural bias-variance trade-off in each classifier structure (Hastie et al., 2008) 
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(Zhang, 2010). The bias component is the squared difference between the true mean and the 

expected value of the estimate, 3;(�7(�) − 3��(�)�)�< , and depends on the type of the 

function f (linear, quadratic . . .). The expectation demonstrates the averages of randomness in 

the training data (Alpaydin E., 2004). The fact is that high variance classifiers tend to be 

unstable, while high bias and low variance classifiers are usually the stable ones (Soria Frisch, 

2012). When the model complexity increases, the training error tends to decrease and it means 

we try harder to fit the data to the model. The error in the test set should always be 

comparable to the error in the training set (Principe, 2010). However, over-fitting will happen 

when the model adapts itself too closely to the training data. In this case, the test error gets 

larger and generalization decreases (Figure 2.8). Under-fitting, in contrast, happens when the 

model is too simple to extract the structure of the data (Friedman, 1997). 

 

Figure 2.8: In order to minimize the classification error on the test samples the bias-variance trade-off should be 

considered.  Models with higher complexity tend to have lower bias and higher variance (Adopted from (Hastie 

et al., 2008)). 

For the same reason, in some cases reported in literature, simple classifiers often 

outperform the more complex ones for BCI application (Lotte et al., 2007). Training sets 

collected in different sessions are plausible to be rather different. Therefore, for BCI systems 

a low variance classifier can be an appropriate solution to cope with the variability of input 

data. Combination of classifiers (Breiman, 1998) and regularization are two techniques to 

improve stabilization and decrease the variance (Lotte et al., 2007). Recently, ensemble 

classifiers have attracted the attention of machine learning researchers and in the BCI field a 

chapter in a very recently published book from (Allison, 2012) introduces an extensive 

overview on this concept (Soria Frisch, 2012). Taking inspiration from this overview, I 

applied some selected methods successfully in my BCI designs. In the following, I will 

initially focus on some materials that are commonly applied in brain signal analysis for BCI 
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classification purposes. The concept of the combination of classifiers known as ensemble 

classifier is explored in the last section of the chapter. My contribution is then described, 

where the ensemble classification is used to enhance the performance of the BCI system 

2.3.4.2. Supervised and unsupervised learning methods 

Generally there are two types of learning for classifiers: with or without supervision. 

Supervision is an important factor that influences learning. The existence of a tutor or 

supervisor enables direct feed-back about correct answers usually in each step of training to 

improve the performance (Steinwart et al., 2008). In supervised learning, the supervised 

discrimination or classification is based on past observations with specific class information 

known as a label. Supervised classifiers such as Fisher’s linear discriminant analysis (Müller 

et al., 2003), regularized discriminant analysis (Blankertz et al., 2002), and support vector 

machines (SVMs) (Cortes, et al., 1995) have been employed widely in developing BCI 

systems. In the BCI structure, a supervised learning paradigm includes a cue from the 

program side to give the user hints. So the subject is not intentionally free to think about the 

desired command. A classifier that does not use any class label is considered an unsupervised 

learner. This type of classifier clusters the feature space based on the common attributes they 

share. The unsupervised classification algorithms used in BCI research are self-organizing 

feature maps (SOFM) (Liu, et al., 2005), and principal component analysis (PCA) (Jung T-P. 

et al., 1998), the hidden Markov model (HMM) (Argunsah, et al., 2010), logistic regression 

(Soria Frisch, 2012), and hierarchical clustering (Soria Frisch, 2012). Information theoretic 

principles play an important role in many of the unsupervised learning methods (Principe, 

2010). Other popular classification techniques have variations in both supervised and 

unsupervised fashions; K-nearest-neighbors (KNN) (Manocha et al., 2007), artificial neural 

networks (Breiman, 1998) (Rakotomamonjy et al., 2005) and Bayesian classifiers 

(Pfurtscheller et al., 1993) (Lotte et al., 2007) to name a few (Fukunaga, 1990). 

Real-time classification and pattern recognition is an issue in biomedical signal 

processing, and many research groups attempt to apply adaptive approaches. Neural networks 

(Bishop, 1995) and adaptive Bayesian classifiers (Tipping M., 2001) (Lawrence et al., 2001) 

are very common. In this dissertation, five classification algorithms, representing different 

learning paradigms, will be employed. These algorithms are SVM and LDA (2.3.4.3), QDA, 

and RFD. 
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2.3.4.3. Well-known classifiers: SVM and LDA 

As earlier discussed, minimizing the error of training alone (also called empirical risk) 

does not guarantee the design of an optimum classifier. Regularization techniques were used 

since the year 1960 to establish a compromise between the complexity of the model and its 

aptitude for generalization (Cortes, et al., 1995).  The theory was initially formalized by 

Vladimir Vapnik and Cortes in the first introduction of the support vector machine (SVM) 

idea in 1995. In the 1990s, many researchers greatly developed the idea (Friedman, 1997) 

(Vapnik, 1999) (Chang et al., 2001). SVM is a mathematical technique with attractive features 

and seems to have promising empirical performance in a wide variety of applications (Sanei, 

2007) (Liang, et al., 2011). Its success due to its delicate mathematical foundation which is 

based on four factors: feature space, separating hyper-plane, kernel function, and optimization 

problem  (Liang, et al., 2011). Support Vector Machines (SVMs) are generalizations of linear 

decision boundaries. When the data is not linearly separable or overlaps, linear separating 

hyperplanes cannot provide an optimal solution for the problem. The optimal decision 

function is the one that minimizes the test error (Lutz, 2009). SVM constructs nonlinear 

boundaries by making linear ones in an extended transformed feature space (Steinwart et al., 

2008). The main drawback, however, is finding the optimum parameters which should be 

discovered by trial and error (Rakotomamonjy, 2003).   

The literature available for choosing the kernel function is still in the primary level and 

is based on trial and error for most practical works (Hastie et al., 2008). Kernel-based 

techniques represent an efficient and attractive field in machine learning (Alpaydin E., 2004). 

Other kernel–based classifiers such as kernel fisher discriminant (KFD) were also suggested 

to improve the classification accuracy in many applications (Mika, et al., 2001). A nonlinear 

version of support vector machines was used successfully for classification of the EEG data 

for a BCI speller program (Krusienski, et al., 2006). 

SVM in general is a very powerful method for classification. It is appropriate for 

practical purposes, where high transfer rates are required along with least amount of data 

(Meinicke et al., 2003). Its strong mathematical background, good generalization performance 

and the existence of unique solutions triggered researchers to use SVM in many applications 

(Mika, et al., 2001) (Liang, et al., 2011). It has been applied successfully to EEG signals for 

the detection of epileptic seizures (Gonzalez, et al., 2003), and the detection of evoked 

potentials (EPs) (Sanei, 2007), the removal of the eye-blinking artifact (Shoker, et al., 2005), 

and classification of left and right finger movements in BCI (Shoker, et al., 2005) (Lotte et al., 

2007). SVM performs in most applications with satisfactory results, but still suffers from 
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some practical drawbacks. To cope with the real-time application, we should consider the 

training time to find the optimum parameters (Steinwart et al., 2008) (Lutz, 2009). 

From the mathematical point of view the aim of each classification algorithm is to 

define a function for the decision boundary between two or more classes. In a 

multidimensional feature space the decision boundary is indeed a separating hyper-plane 

(Hastie et al., 2008). The main purpose of classification is finding the optimum hyper-plane 

with maximum distance from all classes (Sanei, 2007). When these decision boundaries are 

linear; methods for classification are linear. Linear classifiers were initially developed before 

the advent of the computer era. But because of their simplicity and performance they are still 

employed extensively in classification and prediction problems, especially when the amount 

of training data is limited or the input signal is very noisy (Hastie et al., 2008) (Zhang, 2010). 

Linear discriminant analysis (LDA) is a classic classifier, as its name suggests, with a linear 

decision surface (Hastie et al., 2008). In 1990, Fukunaga presented a mathematical solution 

for LDA problems (Fukunaga, 1990). 

LDA is based on the assumption that the classes have a common covariance matrix. It is 

likely in practice, though, that this assumption does not hold (Zhang, 2010). Decision 

boundaries in LDA can be easily extended to quadratic boundaries in QDA.  By including the 

square values and cross products of the variable set C��, C��, … , C�C�, … linear functions in the 

augmented space can be mapped to quadratic ones in the original space. Pattern recognition 

theory states that Fisher’s discriminant is able to classify the data with minimum probability 

of misclassification, when the data has known normal distributions and a Gaussian covariance 

matrix (Alpaydin E., 2004). This assumption is usually made, when LDA is used for 

classification of brain signals (Müller et al., 2003).  

Both LDA and QDA classifiers are parameter-free and easy to compute because of their 

closed form solutions. This feature along with their inherently multi-class structure makes 

them attractive and practical for plenty of machine learning problems  (Blankertz et al., 2002) 

(Zhang, 2010).  

In both methods the class conditional distribution of the data,D(C|
 = F), have to be 

modeled for each class k. The predictions can be calculated  according to Bayesian rule.  

D(
 = F|C) = D(C|
 = F). D�(
) D(C) =⁄ D(C|
). D(H) (�D(C|
I)
JK

. L(
I))									(2.3)N  

Where D�(
)  is the prior probability of class k that satisfies ∑ L(
I)JK =1. Usually in 

discriminant analysis, either the linear or the quadratic case, a Gaussian distribution model is 
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selected to model		P(X|y). In the LDA algorithm, we assume that the Gaussian distributions 

for each class have the same covariance matrix. In this case, a linear decision surface suffices 

for discrimination and the log-probability ratios are constant (Hastie et al., 2008). Nonlinear 

decision boundaries can be achieved by using mixtures of Gaussians (Hastie et al., 2008) if 

we assume that each class density is a multivariate Gaussian function: 

D(C = �|
 = F) = 1
(2S)T �U |∑�|T �U

?���(V�WX)Y∑XZ[(V�WX)																	(2.4) 

In order to derive the mathematical criteria, a log-ratio between two classes (k=1, 2) 

conditional distribution is calculated: 

 

logD(
 = 1|C = �)
D(
 = 2|C = �) = `=a D(C|
 = 1)

D(C|
 = 2) + `=a D�(
)D�(
)																																														(2.5) 

= −1
2 (c� + c�)
∑��(c� − c�) + �
∑��(c� − c�) + `=a D�(
)D�(
) 

In the case of LDA the normalization factors, as well as the quadratic part in the exponents is 

canceled out by covariance matrices being equal (Mika, et al., 2001), which implies that the 

decision boundary between two classes is a linear function of x. In practice the parameters of 

Gaussian distributions should be estimated from the training data (Hastie et al., 2008):	/� is 

the number of observations from class k with the mean of ĉ�. 
∑e =� � (�- −-��

ĉ�)
f

���
(�- − ĉ�)
/(/ − h)																									(2.6) 

D�(
) = /�//	,    ĉ� = ∑ �-//�-��     

Sample x belongs to class k when its linear discriminant functions have a greater value 

compared to the other class. 

	J-jklmnooopq�(�) = −1
2c�


∑��c� + �
∑��c� + `=aD�(
)																								(2.7) 

Classification is fulfilled according to the largest probability of occurrence of “sample x” 

among all classes, F ∈ s (Hastie et al., 2008). 

s(�) = 	�Ba&���∈t	q�(�)																																																				(2.8) 
There is a subtle note that might come up here: How can we describe the situation that a 

student outperforms his teacher based of information theory? Is it related to the other 

information sources or mentors? In other words, is it not more rational to use more than one 

expert or supervisor in the machine learning problems? The answer to these questions will be 
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discussed in the following section. The idea of ensemble classification will be introduced. 

This will build the foundation of the classifier employed in the next chapters. 

2.3.5. Theoretical aspects of ensemble classification 

There are several methods in the literature for improving weak classifiers (Alpaydin E., 

2004). Ensemble learning can provide a solution or modification for these problems (Soria 

Frisch, 2012). It uses multiple models to obtain higher accuracy in classification than could be 

obtained from any of the constituent models. The general idea of ensemble (also known as 

jury or committee) learning has an intrinsic connection to our daily life experience (Hastie et 

al., 2008) (Liang, et al., 2011). In decision making situations we ask experts about their 

opinions and try to make the best decision based on the degree of the deftness of a particular 

expert. In machine learning, this concept refers to a finite and preselected collection of 

alternative models (Opitz, et al., 1999) which has so far shown to improve several practical 

classification problems (Liang, et al., 2011). It seems that the combination of similar 

classifiers is plausible to outperform each single classifier. In fact, the combining classifiers 

can reduce the variance (Zhang, 2010) and accordingly will lessen the classification error 

(Alpaydin E., 2004) (Hastie et al., 2008). The concept of combining several classifiers has 

received other names in the literature (Soria Frisch, 2012) such as mixture of experts, 

classifier fusion, collective recognition method, “divide and conquer” classifier, and voting 

pool of classifiers, to name some.  

In an ensemble classification, the fusion level is the stage at which processing chains are 

combined to yield of a group of classifiers. In the next step they are evaluated and weighted. 

Classifier ensembles in particular can be discussed in four regimes (Soria Frisch, 2012). 

Possible structures are shown in Figure 2.9. Soria-Frisch discusses different design principles 

as a guideline to ensemble classification in BCIs which can help a new user to identify the 

optimum solution when encountering a new paradigm (Soria Frisch, 2012). It means the 

decision making step in figure 2.9 can be more advanced than just applying the output of the 

classifier directly to the external device. Different types of ensemble classifiers exist in the 

literature including boosting, “Adaboost”, “bagging”, “stacking”, and “random forest”, which 

form four powerful and popular representatives (Breiman L., 2001) (Sun, et al., 2007). The 

ensemble strategy can be based on different classifiers like KNN, linear SVM and decision 

trees (Soria Frisch, 2012). Decision trees such as random forest (RF), along with classification 

and regression trees (CARTs) are some of the most efficient methods (Alpaydin E., 2004).  
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Figure 2.9: Different approaches for integration through (a) Separate operation (b) Fusion at classification level 

(c) Concatenation (d) Feature concatenation 
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The increasing interest in using ensemble classifiers among the machine learning 

community sparked the idea of employing this principle for BCI applications (Shoaie 

Shirehjini et al., 2009). In (Lotte et al., 2007) authors characterized the group of classifier 

ensembles as one of the best alternatives for designing BCI systems which are not biased by a 

particular database or application. Using the BCI competition data, a P300 BCI system was 

used to exemplify this concept (Rakotomamonjy et al., 2005). The idea was used in the early 

stage of BCI research (Pfurtscheller et al., 1993) but was not completely analyzed and 

mathematically scrutinized (Soria Frisch, 2012). Ensemble classification may cope with 

variability in EEG signals and leads to a more reliable and robust classification accuracy 

(Rakotomamonjy et al., 2005). Inspired by these works and after some investigation on the 

classifier techniques in BCI applications, we have considered some ensemble algorithms and 

investigate their advantages over the traditional single classifiers for our BCI systems. 

2.4. Our contributions 

In this chapter several aspects of EEG signal processing and the concepts of learning 

and machine learning were introduced. Algorithms developed in literature for this purpose are 

enormously diverse and covering all available methods is not possible in a single chapter. The 

methods introduced in this chapter provide a fundamental step in building the BCI structure 

for the following applications. Table 2.2 presents a summary of BCI applications described in 

the following chapters. 

Table 2.2: A summary of BCI application contributions in the dissertation. Two types of applications are 

investigated: Movement control and gaming  
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Chapter 3 

An offline study on classification of 

hand movement1 

 

 

3.1. Introduction 

In the last two chapters we have mainly focused on the theoretical aspects and the basic 

knowledge of elements of brain computer interfacing. After building the theoretical 

foundation, one would like to investigate the experimental advantage and to evaluate the 

performance of the entire system, while dealing with the real data and environments. 

Therefore the main theme of this chapter and the next four chapters is to evaluate the designed 

BCI system over different datasets in movement control applications.  

In the current chapter an offline study on the classification of hand movement is 

fulfilled. The expression “offline” is used when the dataset has been already collected during 

the associated online experiments. The primary purpose and focus of this study is to 

investigate whether a new feature set can provide higher classification accuracy while using 

the similar paradigm and dataset. Control of sequence of hand grasping and holding is a 

critical issue in developing an EEG-based hand control (Carmena et al., 2003) (Hochberg et 

al., 2012). In addition, for the purpose of man-machine interface consistency, there should be 

some coherence between the intended movement and the task which the subject literally 

imagines. To this end, I designed and implemented an online synchronous BCI paradigm 

based on the imagination of hand grasping and resting states which had one-to-one 

consistency with the provided feedback (Hazrati et al., 2008). The goal of that research was to 

develop an interaction technique that allows the BCI user effectively to control hand grasp in 

real-world scenarios. Using data collected in these series of experiments, I will study now 

                                                           
1  Part of this work was published in : M. Kh. Hazrati, A. Erfanian and U. G. Hofmann,” Fractal Components From 

Electroencephalogram Provide Features For Brain Computer Interface”, 20th Biennial International EURASIP, Biosignal, 

June 2010. 
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whether an alternative feature selection method can improve the accuracy of the system. So an 

analogous online paradigm was developed and the data recorded from the previous work was 

applied to evaluate the proposed scheme.  

3.2. Experimental Setup 

Experiments were conducted in the BCI Laboratory, Neural Technology Center (NTC), 

Departments of Electronic Engineering at Iran University of science and technology (IUST) 

in Tehran. The experiments were carried out with six healthy university students (2 male, 4 

female, mean age: 24.3) who volunteered for the study. The participants had no previous 

experience in working with BCI systems. When questioned after the experiments, subjects 

asserted that they enjoyed the experiment session. However, it was strenuous for them to 

concentrate and considerable efforts were needed to perform the mental task. We have 

designed a special scenario which contains two states of brain activity. The data was collected 

and classified to two classes of the relaxation and the imagination of hand movement. During 

the experiments, the users had to interact with a virtual reality environment. In this BCI 

system subjects tried to control their attention according to a predefined paradigm in 

imagination of hand movement and relaxation periods. At the start of trial, a blank screen was 

shown to the subject for 1 s. Then the subject observed an opened hand on the screen which 

indicates the onset of the relaxation phase. In this period the subject should not perform any 

specific mental task but to try keeping the hand open for 5 s. Following the relaxation phase, 

as displayed in Figure 3.1, the hand re-opened again (in case it was partially closed before) a 

ball began to fall and by reaching the virtual palm the second phase of the trial started.  

                        

 

Figure 3.1: The appearance of a red ball on the palm cues the onset of imagination for the hold and grasps mental 

states which each lasts 5 s. Transition phase between relaxation and imagination during a trial is shown in 

details. The cue (ball touching the hand) marks the start of the second 5 s phase. The bottom part of the figure 

shows two consequence processing window (with 75% overlap), lines on x-axis mark 2 s intervals.  
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This transient phase was fixed and consisted of four images displaying every 0.5 second 

(total of 2 s). This phase was considered as a cue for conveying the message that the 

imagination section is about to start. At 7 s after onset of the trial, an active feedback phase 

was started. The entire feedback phase lasted 5 s. Users were asked to imagine of hand-grasp 

action by grasping the ball (i.e., closing phase). In the online experiment biofeedback was 

provided every 0.5 second in both holding and closing phases based on the results of a binary 

neural-network based classifier (Hazrati et al., 2008). The closing sequence was controlled by 

the output of a decision maker which was calculated as a simple logical majority vote function 

between outputs of classifiers trained over different channels (except Fp1). Two schemes of 

classification process were used for virtual hand grasp control: adaptive and static 

classification. In contrast to the static classifier, the adaptive classifier was continuously 

updated during the experiment. Adaptive scheme was used to train the classifier on-line 

during the first sessions. In some sessions, the adaptive classifier was used during the first five 

runs and static for the next subsequent runs (Hazrati et al., 2008).  

Thus, during the experiment each subject observed the sequence of hand grasp uniquely based 

on his/her mental activity and the result of the classifier. The output of the binary classifier 

determined whether the next image should be displayed or the previous one should remain on 

the screen. Upon detection of motor imagery by the classifier during the trial, the hand was 

being closed gradually. So during the relaxed phase, the detection of movement-type EEG 

activity by the classifier led to the biofeedback corresponding to the closing hand movement. 

Similar to the imagination phase, it consisted of ten separate steps of closing the hand (Fig. 

4.2). If for instance the classifier detected three movements during the relaxed phase then the 

third image was shown on the screen and 70% accuracy for this phase was recorded.  

       

     

Figure 3.2: Subject observed an empty hand for 5 s (1280 points of data) in each trial. During this period, the 

result of the online classification was displayed to the subject as bio-feedback. It consisted of ten separate steps 

of closing the hand. If the classifier recognized the relaxed class all over 5 s, the first image of an open hand is 

kept till the end of the trial.  
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In the cases that the subject was successful during the entire trial, i.e., the classifier 

recognized a holding phase for the entire first 5 s (0 to 5 s) and a closing phase for the entire 

second 5 s (7 to 12 s) 100% classification accuracy was recorded. Thus, experimental control 

and bio-feedback were identical in the first and second 5 s period, except that the hand was 

holding a ball in the second period and participants' goal was opposite in the two phases: 

Keeping the virtual hand open for the first 5 s and making it close completely at the end of the 

second 5 s. The first run of each session was recorded without feedback. The data of this run 

was used to initialize the classifier and to calculate the normalization and artifact reduction 

parameters. Figure 3.2 shows some steps of virtual hand grasp control.  

3.3. Implementation 

Optimized computer software was required to implement the virtual reality environment 

for hand grasp control on a PC within the BCI. In our case, I used MATLAB Simulink (THE 

MATHWORKS, 1998–2000), Real-Time Workshop (THE MATHWORKS, 1999–2000), and 

Real-Time Windows Target for Windows XP for on-line data acquisition, filtering and real-

time ocular artifact suppression, feature extraction, classification within an interactive virtual 

reality environment. Each block was written in C-code using the S-function technique which 

is supported by Real-time workshop in MATLAB environment. So the entire system is able to 

read the EEG data from the hardware and to process and provide feedback within some 

millisecond delay (Figure 3.3). 

 

Figure 3.3: The general structure of real-time Workshop in MATLAB. Each block was written in C-code using 

the S-function technique. 
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Data recorded during each run of experiment was saved automatically at the end of the 

experiment in separate MATLAB files in format (*.mat) containing variables:  

OnlineData =  

o time: [30721x1 double] 
o signals: [1x8 struct] 
o blockName: [1x58 char] 

The EEG data signals were recorded using a g.tec amplifier (Guger Technologies, Graz, 

Austria) at a sampling rate of 256 samples/s from positions Fp1, F3, C3, F4, C4, Fz, Cz and 

Pz by Ag/AgCl scalp electrodes mounted according to the 10-20 international standard and 

were band-pass filtered with a cutoff of 0.1-45 Hz using Chebychev II filter order ten.  

 

�

Figure 3.4: (a) Experimental setup for hand grasp application. Six subjects participated in online sessions for 
control of hand grasp and hold. Each subject participated in at least ten sessions of recording. Each session was 
recorded on a different day. (b) Epoched data for the last 7 s of each trial (preparation for movement + 
imagination section) recorded from 8 channels. Each segment shows 1792 (7 �  256) data points, units on x-axis 
are ms, (c) A 2D and 3D image of channel location used for the recording of EEG during the experiments.  








































































































































































































































































































